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3MICT
Butsaru 3 OKX, OIIII cnemniaasHOCTI.
HaBuanbHa mporpamMa JUCIHILTIHHA.
Po6oua HaBuanbpHa MporpaMa TUCITUILTIHH.
3aco0u AiarHOCTUKH HaBYAIIbHUX JIOCSTHEHb CTYICHTIB.
HapuanpHi-HaO4YHI MOCIOHMKH, TEXHIYHI 3aCO0M HABYAHHS.
KoncrekT nexiii 3 JUCHHUILUTIHI
[HCTPYKTHBHO-METOIMYHI MaTEPiain 10 IPAKTUIHUX 3aHATh.

KonTtposbHi 3aBIaHHs 10 MPAKTUYHUX 3aHATh, 3aBJIaHHS JIJIS 3aJI1KIB.

© 0o N o g Bk~ w e

[IuTanHs 1o exk3aMeHaIIMHNX OUIETIB, €eK3aMeHAI[1iH1 O1ICTH.
10. Meroanyni MaTepiany, 1o 3a0e3NneuyoTh CAaMOCTIHHY poOOTYy CTYIEHTIB.

11. Tumn matepianiu.

1. Buraru 3 OKX, OIIII cneniajibHOCTI.
Butar 3 OIIIT



Merto10 BUKIaJaHHS HaBYAJIGHOI AMCHUILTIHK “IHO3eMHa MoBa (aHrmilicbka)” € (hOpMyBaHHS y CTYIEHTIB
HAaBUYOK YCHOTO, MHCBMOBOTO, MOHOJIOTIYHOIO, [AiajJOriYHOr0 MOBJICHHS Ta ayHdiloBaHHS B 00Cs31 3arajibHO
moOyToBOI TEMAaTWKW Ta TEMaTHKH, M0 oOyMoBieHa mpodeciiHuMH MoTpedaMu, Ha PIiBHI HE3aJEKHOrO
KOpHUCTYyBaua.

OCHOBHUMM 3aBJAaHHAMM KYpCY €:

1. Po3BHHYTH BMiHHS Ta HABHYKHU MMCbMa, YATAHHS 1 EPEKIIAy aHTJIIHCHKOIO MOBOIO.
2. Po3BMHYTH HaBMYKM KOMYHIKATUBHOTO CIIJIKYBaHHS aHTJIMCHKOID MOBOIO 32 TeMaMH IOBCSKICHHOTO

CIIJIKyBaHHSI.

3. YIOCKOHANIMTH BMIHHS 1 HaBUYKM CIPUHAMATH MOBY SK NpH Oe3MOcepeJHbOMY CIUIKYBaHHI, Tak 1 Mif Yac
ayJifOBaHHS.

4. YIOCKOHAJIUTH BMIHHS 1 HaBUYKU JIaJIOFIYHO Ta MOHOJIOTIYHO CHUIKYBATHUCS B MEXKax TeM, 3a3HAYCHUX
MPOrPamMoxo.

5. HaBuntu nepenaBaTv B YCHIN Ta MUCHbMOBIH hopmax 37100yTy MpH YWTaHHI iH(OPMAIIiI0 aHTITIHCHKOI MOBOIO.

Butar 3 OKX

CTyneHTH NMOBUHHI 3HATH:

- JIKCHYHHUN MIHIMYM, KM HEOOXiTHWH /sl BOJOJIHHS YCHHMH (OPMaMH CHUIKYBaHHS, IO BKITIOYAE
3HaHHS JIEKCHYHUX OJMHUIIb, TOOTO CIIB Ta CJIOBOCIONIYYEHbB, SIKi MalOTh HAHOUIBIY CEMAaHTHYHY LIHHICTB 1 4aCTO
B)KHBAIOTHCS B IHIIOMOBHOMY CITUIKYBaHHI Ha PiBHI MOHOJIOTTYHOT'0, iaJIOT1YHOTO Ta CIOHTAHHOT'O MOBJICHHST,

- rpaMaTUYHUAN MIHIMYM, SIKMI HEOOX1IHUH IS BOJIOAIHHS YCHUMH Ta MMCbMOBUMHU (hOPMaMU CITIIKYBaHHS,
0 BKJIFOYA€E 3HAHHS TPaMaTHYHUX CTPYKTYpP Ta IX KOMIIOHEHTIB: IMEHHHK: PiJl Ta YUCIO IMEHHUKIB; IPUKMETHHK:
CTYIIEHI WOTo TOpIBHSHHS, Y3TO/PKEHHS IMEHHHKIB 3 TMPUKMETHUKAMH, TPUCIIBHUK: CTYIEHI HOro IOpiBHSHHS,
BHKOPHCTaHHS MPUCIIBHUKIB 3 JIECIIOBAMU; JI€CIOBO: MIMCHUN, YMOBHUI Ta HAKa30BHMM CIIOCOOM JI€CIIIB, Yacu
nieciiB, iHQIHITAB, TEPYHIIIN Ta rpaMaTHYHI KOHCTPYKIIT 3 1X BUKOPUCTAHHSM; TIOPSKOBI Ta KUIbKICHI YHACITIBHHKU;
NPUIAMEHHUK.

CTyaeHTH MOBUHHI BMITH: BOJIO/ITH KOMYHIKATUBHUM ACTICKTOM CITUIKYBaHHS;

- BXKMBATH I'paMaTH4HI CTPYKTYPH;
- BecTH Oecimy 3arajbHO-IIO0OYTOBOTO XapaKTepy;
- 3HAaTU IIpaBWIa MOBHOTO ETUKETY, YMTAaTH XYJOXHIO Ta CIELiaJbHYy JITepaTypy AaHIVIIHCHKOI0 MOBOIO Ha
3arajibHO-TI00YTOBI TEMH Ta TEKCTH 31 CIEMIaIbHOCTI JIIHTBICTHYHOTO HAIIPSIMKY 3 METOIO MTONIYKY HOBOI iH(OpMAITii;
- TepeKIaJaTH TEKCTH 3a CHEMiaIbHICTIO (MOBO3HABYOI TEMATHKH );
- CKJIaJaTH aHoTaIlii, pedeparty;
- BUSBJIATH OOI3HAHICTH B OCHOBaX MIKKYJIBTYPHOTO CITUIKYBaHHSI.

3TigHO 3 BUMOTaMH OCBITHRO-TIPOG ECiiTHOT TpOrpamMu CTYICHT OBOJIOIBA€ TAKUMH KOMNEMEHMHOCHAMU.
I. 3araasHonpeaMeTHi: 3acTOCOBYe JOCSATHEHHS HAIIOHANBFHOI Ta CBITOBOI KYIbTypH y BHUpIMIEHHI BIACHHX
mpodeciifHIX Ta XHUTTEBUX 3aBIaHb; BOJOIE PO3BUHEHOI KYJIBTYPOIO MECIEHHS, YMIHHSM SICHO W IJIOTIYHO
BHCJIOBIIIOBATH CBOi JTyMKH; BOJIOJi€ HAaBUYKAaMHU HAYKOBOI OpraHizamii Impari; po3BUBa€ HABUYKH CAMOCTIHHOTO
OIlAaHYBaHHSI HOBUX 3HAHb, yMi€ TIPAIIOBaTH 3 JIOBIIKOBOIO IIITEPATypOIO, PI3HOTUIHUMH CIIOBHUKAMH,
eNeKTPOHHUMH 0a3aMu JaHWUX, CHCTeMaMH 1H()OPMAIIIITHOTO MOMIYKY.
II. daxoBi: BMie 3acTOCOBYBATH 3HAHHS 3 TPaMaTHKH, JEKCUKOJIOTil, CTHIICTUKA IS 3IIMCHEHHS iHIIOMOBHOT
KOMYHIKAIIi{; yCBIOMJIIOE i KOHTPOJIOE OPTaHi3aIliio 3MICTY, 3HAHb 1 HABUYOK MEPIIEIii Ta MPOAYKIlii CHMBOIIIB, i3
SIKUX CKIAJAOThCSl THCHMOBI TEKCTH; pPO3YyMi€ 3aralbHUA 3MICT 1 CYTTEBI JAeTanmi aBTEHTUYHHX aymio- i
BileoMarepiaiiB, MOB’S3aHUX 3 aKaJIeMiyHOI Ta mpodeciiiHo cdepaMu; po3ymie OCHOBHI ifiei Ta po3ITi3HAE
KOHKpETHY iH(pOpMaIlifo B XO/i JIEKIiH, ceMiHapiB, KOHPEPEHIIii, AUCKYCii 3a TeMaMH BiIIIOBITHOT'O aKaJAEMIidYHOTO
1 mpodeciifHOTO CTIPSIMYBaHHS; pO3yMi€ aBTEHTUYHI TEKCTH, TTOB’sI3aH1 3 aKaJeMidYHOI0 Ta TPOQECiifHOIO AISITBHICTIO,
3 MiJPYyYHUKIB, Ta3eT, MOMYJSPHUX 1 CIIEIiali30BaHUX JKypHATIB Ta pecypciB Mepexi [HTepHeT; BMie BH3HaYaTH
MO3MLIIO 1 TOYKH 30pY B aBTEHTUYHMX TEKCTAX, MIOB’SI3aHUX 3 HABUYAHHSM Ta CIICLIaJbHICTIO, MMCATH aKaJIeMidHy Ta
JITOBY IOKyMEHTAILiI0, MTOB’A3aHy 3 0COOMCTOI0 Ta TipodeciiHor0 chepamu (pe3toMe, JKUTTEMNC, 3asBH1 ), aHOTYBATH
HayKOBI TEKCTH IHO3EMHOIO MOBOIO; BOJIOAIE YMIHHSAMH Ta HAaBUYKaMH 3IIACHIOBATH IHIIOMOBHY MOBJICHHEBY
TUSUTBHICTB, 3yMOBIIEHY MPO(eCciitHOI Ta KOMYHIKaTHBHOIO METOIO.

MIHICTEPCTBO OCBITH I HAYKH YKPAITHHA
MHUKOJIAIBCBKUI HAIIIOHAJIBHUM YHIBEPCUTET
IMEHI B. 0. CYXOMJIMHCBKOI'O

Kadenpa nepexnany
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IIporpamy po3po0JieHo Ta BHeceH0: MUKOIaiBChKUM HAI[IOHATLHUN YHIBEPCUTET IMEHI

B. O. CyxOMJIMHCBKOTO

PO3POBHUKU ITPOT'PAMM: Ilnyscnix Anacmacia Banepiiena, Buxnanay xadenpu

nepeKiasy

[Iporpamy cxBanieHO Ha 3aciiaHH1 kKadeapu IHO3EMHUX MOB
[TpoTokon Bix «22» cepnua 2016 poxy No 1

3aBigyBay Kadgeapu iHO3eMHUX MOB (Maiictpenko M.I.)

[Iporpamy moroJi»keHo HaBYaJIbHO-METOUYHOIO KOMICIE€I0 (PLIOJIOTTYHOTO (DAKYIBTETY
[TpoTokoin Bix «23» cepnua 2016 poxy No 1

["omoBa HaBYAIBHO-METOIUYHOT KOMICIT (Bacina I.B.)

[IporpamMy morokeHO HaBYATHHO-METOIUIHOIO KOMICIEI0 YHIBEPCUTETY
ITpoTokoin Bix «29» cepnua 2016 poxy Ne 1

["omoBa HaBYAIBHO-METOIUYHOT KOMICIi YHIBEPCHUTETY (Bacumbkora H. 1.)

BCTYII



[IporpamMa BUBYECHHS HOPMATHBHOI HABYAIBHOI MUCHUILTIHU ‘“‘[Ho3emHa mosa” ckianeHa Ilnyocnix A.B.
BIJIMOBIJTHO /10 OCBITHRO-MIPO(ECiHOT MporpamMu MiIrOTOBKHM CTyNeHs OakanaBpa creriansHocTi 6.020303
Dinonozis (Ilpuxiaona ninesicmuka)

IIpeaMeToM BUBYEHHS HABYAJIBHOI NUCIHMIUIIHM € MPAKTUYHI HABUYKUA OBOJIOJIHHS IHO3EMHOIO
MOBOIO Ta X 3aCTOCYBaHHs y MalOyTHiI npodeciiiHiil qisTbHOCTI.

MixnucuuniaiHapHi 3B’SI3KHM. TIPaKTUYHA (POHETHKA, JICKCHUKOJOTIsI, NpaKTHYHA T'pPaMaTHKa,
KpaiHO3HABCTBO, 3apyOiKHA JliTeparypa, ICTOpis aHTIIHChKOI MOBH, JiTeparypa BemukoOpwuraHii,
METO/IKa BUKJIAAAHHS aHTJIIHCHhKOT MOBH, METO/IMKA BUKJIAJaHHA 3apyOKHOT JIiTepaTypu.

[Iporpama HaBYATBHOT TUCIUILTIHUA CKIAJAETHCS 3 TAKUX 3MICTOBUX MOIYIIB:
3microBuii moayab 1: Tema [. 3acBo€HHS JIGKCHYHOTO MiHIMYMy a0 TeMu “Ocobuctictb. Xapuszma”.
I'pamaruka: Tenepimuili Heo3HadeHnid yac. TemepimHiid TpuBammii uyac. I[lurtameHi dopmu. Tema 2.
3acBO€HHs JieKcM4YHOro MiHiMymy 1o Temu ‘“TlomopoxxkyBanus. Typusm”. ['pamartuka: TenepimiHii
nepdeKTHUI Yac Ta MUHYJIUM HeO3HaueHunit yac . Tema 3. 3aCBO€HHS JIEKCUYHOTO MIHIMyMY JI0 TEMU
“PoOoTa. [Ipodecii”. I'pamaruka: TenepimHiil nepdekTHUN TpUBAIUN Yac y 3ICTABJIEHHS 3 TEHEPIIHIM
neppeKTHUM 4acoM.
3microBuii Moayab 2: Tema I. 3acCBO€HHS JIGKCUYHOTO MIHIMyMY 10 TeMu “BuBuatoun MoBu. Pi3HI
MoBu”. I'pamatuka: MaiiOyTH1 popmu. YMoBHI pedeHHs | tuny. Tema 2. 3aCBO€HHSI IEKCUYHOTO MIHIMYMY
no temu "Peknama". I'pamatuka: YMoBHI peuenHs Il tuny. Tema 3. 3aCBOEHHS JIEKCUYHOTO MIHIMYMY J10
temu "biznec". ['pamaTuka: Munynuii TpuBanuii Ta MUHYIHM nepdeKkTHUHN vac.

1. Mera Ta 3aBAaHHA HABYAJILHOI AU CIHUILTIHH

1.1. MeTow BUKJIaJaHHA HABYAJIbHOI MUCHUIUIIHU “[HO3emMHa moeéa” € (QOpMyBaHHSA Yy CTY/EHTIB
HaBUYOK YCHOTO, MHCHMOBOTO, MOHOJIOTTYHOTO, IaJOTIYHOTO MOBJIEHHS Ta ayAilOBaHHS B 00Cs31
3arajbHO MOOYTOBOi TEMaTHUKW Ta TEMAaTHKH, 110 oOyMoBleHa mpodeciiiHuMU moTpedamMu, Ha PpiBHI
HE3aJIe)KHOTO KOPHCTYBaua; HABUUTU CTYJEHTIB OCHOB JUIOBOTO CIUIKYBAaHHS B YCHUX Ta MHUCbMOBUX
(dhopmax B TUTIOBUX CHUTYaIlisIX: 3HAHOMCTBO, PO3MOBa 1O TeledOoHy, BIAIITYBaHHS HAa poOOTY, J1JIOBA
3yCTpi4, BIAPSIPKCHHS, 3aMOBJICHHS KBUTKIB Ta HOMEpPY B TOTEJi, BEJACHHS MUIOBUX IEPErOBOPIB,
niepeOyBaHHs Ha BUCTAaBIll, 0OrOBOPEHHS Ta MIAMMCAHHS KOHTPAKTY, KOMEPIIiiiHa KOPECIIOHIEHITIs

1.2.3aBragHsaM BUBUYEHHS OQUCHUIUNIHU ‘‘[HO3emHa mosa’ €

- BUBYCHHS JIEKCUYHOTO Marepiairy, HEOOX1THOTO /IS CIUIKYBaHHS (MOXJIMBICTh BECTH Oecimy,
pOOWTH TOBIIOMJICHHS Ha 3a/JaHi TeMd Ta OGOPMIIIOBATH IUIOBI Talepu) Ta YWTAHHS AHTJIOMOBHOI
JITEpaTypH 31 CIIEiaIbHOCTI,

- 3aCBOEHHS PAMAaTUYHOIO Marepiaiy, HEOOXI1IHOTO Ul OBOJIOJIHHS YCHUMH Ta IHCbMOBHMHU
(dhopmMamMu CIIUIKyBaHHS;

- 3aCBO€HHS (POHETUYHOIO Marepiany, sIKUH J03BOJIMTH CTYAEHTaM OBOJIOAITH BHMOBOIO 3BYKIB
aHTJICHKOT MOBH Ta IHTOHALIIEIO aHTIIICHKOTO PEUCHHSI.

1.3. 3rimzHo 3 BHUMOTaMH OCBITHBO-TIPOQECIHHOI TpOrpaMu CTYIEHT OBOJIOJIBAE TaKUMU
KOMIETEHTHOCTSIMHU:

I. 3aranbHonpeaMeTHi: 3aCTOCOBYE JOCATHEHHS HAIlIOHAJIBHOI Ta CBITOBOI KYJIbTYPH Y BUpIILIEHH1
BJIACHUX NMPOQeCciiHMX Ta KUTTEBUX 3aBJIaHb; BOJIOIE PO3ZBUHEHOO KYJIbTYPOK MHUCIIEHHS, YMIHHSIM SICHO
W JIOTIYHO BUCIIOBIIIOBATH CBOi JYMKH; BOJIOJI€ HaBMYKAMHM HAyKOBOI oprasizauii mpari; po3BHBae
HaBUYKM CaMOCTIMHOTO ONaHyBaHHS HOBUX 3HaHb, yMI€ NpaIlOBaTH 3 JIOBIIKOBOIO JIITEpPaTypolo,
PI3HOTUITHUMM CIIOBHHKAaMH, €IEKTPOHHUMHU 0a3aMu JaHUX, CUCTEMaMHU iHPOPMaLiHOTO MOLIYKY.

II. ®daxoBi: BMi€ 3aCTOCOBYBATH 3HAHHS 3 TPAMAaTUKH, JEKCUKOJOT], CTUJIICTUKHU Ul 31HCHEHHS
IHIIOMOBHOI KOMYHIKaIlil; YCBIIOMJIIOE 1 KOHTPOJIIOE€ OpraHi3allito 3MicTy, 3HaHb 1 HABUYOK MepLentii Ta
MPOAYKI[il CUMBOJIB, 13 SIKUX CKJIaJal0ThCSl MMCbMOBI TEKCTH; PO3yMi€ 3arajbHHUM 3MICT 1 CyTTEBI AeTani
aBTEHTUYHUX ay[io- 1 BiieomaTepianiB, OB’ S3aHUX 3 aKaJeMIYHOIO Ta mpodeciiiHo cepaMu; po3yMie
OCHOBHI i/1e1 Ta po3mi3Hae KOHKPETHY iH(OpMaIlilo B XOA1 JEKIil, ceMiHapiB, KOHpepeHIIii, AUCKyCii 3a
TEMaMM BIJINOBITHOIO aKaJeMIYHOTO 1 NpoQeciiHOTO CHpsSAMYBaHHS; pPO3YyMi€ AaBTEHTHYHI TEKCTH,
MOB’s13aHI 3 aKaJeMiuHo Ta Npo(deciifiHO AISIIBHICTIO, 3 MIAPYYHHUKIB, Ta3eT, MOMYJISIpHUX 1
CHeLiaNi30BaHUX KYPHAIIB Ta pecypciB Mepexi IHTepHeT; BMi€ BH3HAuaTH MO3MII0 1 TOYKH 30py B
aBTEHTUYHHUX TEKCTaX, MOB’A3aHMX 3 HABYAHHSAM Ta CIELIAIBHICTIO, MUCATH aKaJeMIYHy Ta JUIOBY
JOKYMEHTAIlil0, TOB’si3aHy 3 O0coOHCTOI0 Ta mpodeciiiHOoO cdepamu (pe3toMe, KHUTTEMUC, 3asBH),
AQHOTYBaTH HAyKOBI TEKCTH IHO3EMHOIO MOBOIO; BOJIOJI€ YMIHHSIMH Ta HaBUYKAMHU 3IIHCHIOBATH
IHIIOMOBHY MOBJICHHEBY JIISUTbHICTB, 3yMOBIIEHY PO(ECIHOI0 Ta KOMYHIKATUBHOIO METOIO.



Ha BuBuUeHHS HaBYANBHOT AUCHHUILTIHY BiTBOIUTHCS 240 roqunn/ 8 kpenutis ECTS.

2. Indopmaniiinnii 06cAr HABYAJBHOI I CUMILTIHI

3micToBuii Moayab 1: Tema [. 3acBOEHHS JIGKCHYHOTO MiHIMYMYy 10 TeMH “OCOOHUCTICTb.
Xapuzma”. I'pamatuka: TenepimHiii Heo3HaueHuid yac. TemepimHii TpuBanuidi yac. Ilutansai Gopmu.
Tema 2. 3acBo€HHS JIeKCUIHOTO MiHIMYMY 110 TeMH “TlomopoxyBanns. Typusm”. I'pamatuka: TenepimHii
neppeKTHUI Yyac Ta MUHYJIUN Heo3HaueHu yac .  Tema 3. 3aCBO€HHS JIGKCHYHOTO MIHIMyMY 1O TE€MHU
“Pobora. IIpodecii”. I'pamatuka: TenepimHiii neppeKTHUN TPUBAIMN Yac y 3IiCTABJICHHS 3 TEHEPilIHIM
nep(eKTHUM JacoM.

3micToBuii Moayab 2: Tema I. 3aCBOEHHS JIEKCHYHOTO MIHIMyMy 10 TeMH “‘BuBuaroun MoBH.
Pizni moBu”. I'pamatuka: MaiiGytHi Gopmu. YMoBHI pedeHHs | tumy. Tema 2. 3aCBOEHHS JIEKCUYHOTO
MiHIMyMy A0 Temu "Pexiama". I'pamaruka: YMoBHI peueHHs Il tumy. Tema 3. 3acBO€HHS JIEGKCUYHOIO
MiHIMyMY A0 Temu "bisnec". I'pamaTrka: Munynuii TpuBanuii Ta MUHYJINN nepPeKTHH yac.

3. PexomenioBaHa Jirteparypa

ba3oBa
1. lan Lebeau, Gareth Rees. Language Leader Intermediate. Course book. Pearson: Longman, 2008. — 168
p.
2. lan Lebeau, Gareth Rees. Language Leader Intermediate. Work book. Pearson: Longman, 2008. — 95 p.
JlomomizkHa

1. English for Everyday Communication / 3a pex. [lInmaka B. K. — Kuis, Buria mkosa, 2003.
2. English grammar: Reference and Practice. /Ipoznosa T. 1O., BypycroBa A. WU. Xumepa, CaHkt-
[TerepOypr, 2000. — 320 p.
3. English grammar: Reference and Practice. /posmoa T. lO., BypyctoBa A. WU. Xumepa, CaHKr-
[TerepOypr, 2000.
. Murphy, Raymond. English Grammar in Use. — Cambridge, 1988. — 328 p.
. Raymond Murphy. English Grammar in Use. Cambridge University Press. — 386 p.
. Thompson A. J., Martinet A. V. A Practical English Grammar Exercises#2. Oxford University Press.
. Thompson A.T. J., Martinet A.V. A Practical English Grammar Exercises#1. Oxford University Press.
. Bep6a I'. B., Bep6a JI. I'. JloBimHuK 3 rpamMaTuKy aHriichkoi MmoBU. — K.: OcBira, 1993.
12. Indopmauiiini pecypcu
1 http://moodle.mnu.mk.ua/course/view.php?id=68
2 http://www.etymonline.com/
3. http://eldum.phil.muni.cz/course/view.php?id=15
4 http://ijl.oxfordjournals.org/

oo ~NO O~

4. ®opma miICYMKOBOT0 KOHTPOJII0 YCHIIIHOCTI HABYAHHSA:
VI cemectp-iciut

5. 3aco0m qiarHOCTHKH yCHIIIHOCTI HABYAHHSA: MOY/JIbHA KOHTpOJIbHA poboTa (MKP)

MIHICTEPCTBO OCBITH I HAYKH YKPAITHHA
MHUKOJIAIBCBKUI HAIIIOHAJIBHUM YHIBEPCUTET
IMEHI B. O. CYXOMJIMHCBKOI'O

Kadenpa nepexnamy
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IIporpamy po3po0JieHo Ta BHeceH0: MUKOIaiBChKUM HAI[IOHATLHUN YHIBEPCUTET IMEHI

B. O. CyxOMJIMHCBKOTO

PO3POBHUKU ITPOT'PAMM: Ilnyscnixk Anacmacia Banepiiena, Buxnanay xadenpu

nepeKiasy

[Iporpamy cxBajieHO Ha 3aciiaHH1 Kadeapu 1HO3EeMHUX MOB
[TpoTokoin Bix «22» cepnua 2016 poxy No 1

3aBigyBay Kadgeapu iHO3eMHUX MOB (Maiictpenko M.I.)

[Iporpamy moro/»keHo HaBUYAJIBHO-METOIUYHOIO0 KOMICIE€I0 (PLTOJIOTTYHOTO (DAKYIBTETY
[TpoTokoin Bix «23» cepnua 2016 poxy No 1

["omoBa HaBYAIBHO-METOIUYHOT KOMICIT (Bacina I.B.)

[IporpamMy morokeHO HaBYATHHO-METOIUIHOIO KOMICIEI0 YHIBEPCUTETY
ITpoTokoin Bix «29» cepnua 2016 poxy Ne 1

["omoBa HaBYAIBHO-METOIUYHOT KOMICIi YHIBEPCHUTETY (Bacumbkora H. 1.)

BCTVII



[IporpamMa BUBYECHHS HOPMATHBHOI HABYAIBHOI MUCHUILTIHU ‘“‘[Ho3emHa mosa” ckianeHa Ilnyocnix A.B.
BIJIMIOBIJTHO /10 OCBITHRO-MIPO(ECiHHOT IporpamMu MiIrOTOBKH CTyNeHs OakanaBpa creriansHocTi 6.020303
Dinonozis (Ilpuxiaona ninesicmuka)

IIpeaMeToM BUBYEHHS HABYAJIBHOI NUCIHMIUIIHM € MPAKTUYHI HABUYKUA OBOJIOJIHHS IHO3EMHOIO
MOBOIO Ta X 3aCTOCYBaHHs y MalOyTHiI npodeciiiHiil qisTbHOCTI.

MixnucuuniaiHapHi 3B’fI3KHM. TIPaKTUYHA (POHETHKA, JICKCHUKOJOTIs, NpaKTHYHA T'pPaMaTHKa,
KpaiHO3HABCTBO, 3apyOiKHA JliTeparypa, ICTOpis aHTIIHChKOI MOBH, JiTeparypa BemukoOpwuraHii,
METO/IKa BUKJIAAAHHS aHTJIIHCHhKOT MOBH, METO/IMKA BUKJIAJaHHA 3apyOKHOT JIiTepaTypu.

[Iporpama HaBYAIBHOT TUCHUILTIHUA CKIAJAETHCS 3 TAKUX 3MICTOBHX MOIYIIIB:
3microBuii moayab 1: Tema [. 3acBo€HHS JIGKCHYHOTO MiHIMYMy a0 TeMu “Ocobuctictb. Xapuszma”.
I'pamaruka: Tenepimuili Heo3HadeHnid yac. TemepimHiid TpuBammii uyac. I[lurtameHi dopmu. Tema 2.
3acBO€HHs JieKcMYHOro MiHiMymy 1o Temu ‘“TlomopoxkyBanHs. Typusm”. ['pamartuka: TenepimrHii
nepdeKTHUI Yac Ta MUHYJIUM HeO3HaueHunit yac . Tema 3. 3aCBO€HHS JIEKCUYHOTO MIHIMyMY JI0 TEMU
“PoOoTa. [Ipodecii”. I'pamaruka: TenepimHiil nepdekTHUN TpUBAIUN Yac y 3ICTABJIEHHS 3 TEHEPIIHIM
neppeKTHUM 4acoM.
3microBuii Moayab 2: Tema I. 3acCBO€HHS JIGKCUYHOTO MIHIMyMY /10 TeMu “BuBuatoun MoBu. Pi3HI
MoBu”. I'pamatuka: MaiiOyTH1 popmu. YMoBHI pedeHHs | tuny. Tema 2. 3aCBO€HHSI IEKCUYHOTO MIHIMYMY
no temu "Peknama". I'pamatuka: YMoBHI peueHHs Il tuny. Tema 3. 3aCBOEHHS JIEKCUYHOTO MIHIMYMY J0
temu "biznec". ['pamaTuka: Munynuii TpuBanuii Ta MUHYIHM nepdeKkTHUHN vac.

2. Mera T2 3aBJaHHSA HABYAJILHOI JUCIHMILIIHA

1.1. MeTow BUKJIaJaHHA HABYAJIbHOI MUCHUIUIIHU “[HO3emMHa moeéa” € (QOpMyBaHHSA Yy CTY/EHTIB
HaBUYOK YCHOTO, MHCHMOBOTO, MOHOJIOTTYHOTO, IaJOTIYHOTO MOBJIEHHS Ta ayAilOBaHHS B 00Cs31
3arajbHO MOOYTOBOi TEMaTHUKW Ta TEMAaTHKH, 110 oOyMoBleHa mpodeciiiHuMU moTpedamMu, Ha PpiBHI
HE3aJIe)KHOTO KOPHCTYBaua; HABUUTU CTYJEHTIB OCHOB JUIOBOTO CIUIKYBAaHHS B YCHUX Ta MHUCbMOBUX
(dhopmax B TUTIOBUX CHUTYaIlisIX: 3HAHOMCTBO, PO3MOBA 1O TeledOoHy, BJIAMITYBaHHS Ha poOOTY, I1JIOBA
3yCTpi4, BIAPSIPKCHHS, 3aMOBJICHHS KBUTKIB Ta HOMEpPY B TOTEJi, BEJACHHS MUIOBUX IEPErOBOPIB,
niepeOyBaHHs Ha BUCTAaBIll, 0OrOBOPEHHS Ta MIAMMCAHHS KOHTPAKTY, KOMEPIIiiiHa KOPECIIOHIEHITIs

1.2.3aBragHsaM BUBUYEHHS OQUCHUIUNIHU ‘‘[HO3emHa mosa’ €

- BUBYCHHS JIEKCUYHOTO Marepiairy, HEOOX1THOTO /IS CIUIKYBaHHS (MOXJIMBICTh BECTH Oecimy,
pOOWTH TOBIIOMJICHHS Ha 3a/JaHi TeMd Ta OGOPMIIIOBATH IUIOBI Talepu) Ta YWTAHHS AHTJIOMOBHOI
JITEpaTypH 31 CIIEiaIbHOCTI,

- 3aCBOEHHS IPAMaTUYHOIO MaTepiaily, HEOOXIIHOTO Ui OBOJIOJIHHS YCHUMH Ta IHCbMOBHMHU
(dhopmMamMu CIIUIKyBaHHS;

- 3aCBO€HHS (POHETUYHOIO Marepiany, sIKUH J03BOJIMTH CTYAEHTaM OBOJIOAITH BHMOBOIO 3BYKIB
aHTJICHKOT MOBH Ta IHTOHALIIEIO aHTIIICHKOTO PEUCHHSI.

1.3. 3rimzHo 3 BHUMOTaMH OCBITHBO-IPOQECIHHOI TpOrpaMu CTYIEHT OBOJIOJIBAE TaKUMHU
KOMIETEHTHOCTSIMHU:

I. 3aranbHonpeaMeTHi: 3aCTOCOBYE JOCATHEHHS HAIlIOHAJIBHOI Ta CBITOBOI KYJIbTYPH Y BUpIILIEHH1
BJIACHUX NMPOQeCciiHMX Ta KUTTEBUX 3aBJIaHb; BOJIOIE PO3ZBUHEHOO KYJIbTYPOK MHUCIIEHHS, YMIHHSIM SICHO
W JIOTIYHO BUCIIOBIIIOBATH CBOi JYMKH; BOJIOJi€ HaBMYKAMM HAyKOBOI oprasizauii mpari; po3BHUBae
HaBUYKM CaMOCTIMHOTO ONaHyBaHHS HOBUX 3HaHb, yMI€ NpaIlOBaTH 3 JIOBIIKOBOIO JIITEpPaTypolo,
PI3HOTUITHUMM CIIOBHHKAaMH, €IEKTPOHHUMHU 0a3aMu JaHUX, CUCTEMaMHU iHPOPMaLiHOTO MOLIYKY.

II. ®daxoBi: BMi€ 3aCTOCOBYBATH 3HAHHS 3 TPAMAaTUKH, JIEKCUKOJIOT], CTUJIICTUKHU JUIs 31HCHEHHS
IHIIOMOBHOI KOMYHIKaIlil; YCBIIOMJIIOE 1 KOHTPOJIIOE€ OpraHi3allito 3MicTy, 3HaHb 1 HABUYOK MepLentii Ta
MPOAYKI[iT CUMBOJIB, 13 SIKUX CKJIa/JalOThCSl MMCbMOBI TEKCTH; PO3yMi€ 3arajbHHUM 3MICT 1 CyTTEBI AeTani
aBTEHTUYHUX ay[io- 1 BiieomaTepianiB, OB’ S3aHUX 3 aKaJeMIYHOIO Ta mpodeciiiHo cepaMu; po3yMie
OCHOBHI i/1e1 Ta po3mi3Hae KOHKPETHY iH(OpMaIlilo B XOA1 JEKIil, ceMiHapiB, KOHpepeHIIii, AUCKyCii 3a
TEMaMM BIJINOBITHOIO aKaJeMIYHOTO 1 NpoQeciiHOTO CHpsSAMYyBaHHS; pPO3yMi€ AaBTEHTHYHI TEKCTH,
MOB’s13aHI 3 aKaJeMiuHo Ta Npo(deciifiHO AISIIBHICTIO, 3 MIAPYYHHUKIB, Ta3eT, MOMYJISIpHUX 1
CHeLiaNi30BaHUX KYPHAIIB Ta pecypciB Mepexi IHTepHeT; BMi€ BH3HAuaTH MO3MII0 1 TOYKH 30py B
aBTEHTUYHHUX TEKCTaX, MOB’A3aHMX 3 HABYAHHSAM Ta CIELIAIBHICTIO, MUCATU aKaJeMIYHy Ta JUIOBY
JOKYMEHTAIlil0, TOB’si3aHy 3 O0coOHCTOI0 Ta mpodeciiiHOoO cdepamu (pe3toMe, KHUTTEMUC, 3asBH),
AQHOTYBaTH HAyKOBI TEKCTH IHO3EMHOIO MOBOIO; BOJIOJI€ YMIHHSIMH Ta HaBUYKAMHU 3IIHCHIOBATH
IHIIOMOBHY MOBJIEHHEBY JIISUIbHICTB, 3yMOBIIEHY PO(ECIHOI0 Ta KOMYHIKATUBHOIO METOIO.



Ha BuBuUeHHS HaBYANBHOT AUCHHUILTIHY BiTBOIUTHCS 240 roqunn/ 8 kpenutis ECTS.

2. Indopmaniiinnii 06cAr HABYAJBHOI I CUMILTIHI

3micToBuii Moayab 1: Tema [. 3acBOEHHS JIGKCHYHOTO MiHIMYMYy 10 TeMH “OCOOHUCTICTb.
Xapuzma”. I'pamatuka: TenepimHiii Heo3HaueHuid yac. TemepimHii TpuBanmuii yac. Ilutansai Gopmu.
Tema 2. 3acBo€HHS JIeKCUIHOTO MiHIMYMY 110 TeMH “TlomopoxyBanns. Typusm”. I'pamatuka: TenepimHii
neppeKTHUI Yac Ta MUHYJIUN Heo3HaueHu yac .  Tema 3. 3aCBOEHHS JIGKCHYHOTO MIHIMyMY 10 TE€MHU
“Pobora. IIpodecii”. I'pamatuka: TenepimHiii neppeKTHUN TPUBAIMN Yac y 3IiCTABJICHHS 3 TEHEPilIHIM
nep(eKTHUM JacoM.

3micToBuii Moayab 2: Tema I. 3aCBOEHHS JIEKCHYHOTO MIHIMyMy 10 TeMH “‘BuBuaroun MoBH.
Pizni moBu”. I'pamatuka: MaiiGytHi Gopmu. YMoBHI pedeHHs | tumy. Tema 2. 3aCBOEHHS JIEKCUYHOTO
MiHIMyMy A0 Temu "Pexiama". I'pamaruka: YMoBHI peueHHs Il tumy. Tema 3. 3acBO€HHS JIEGKCUYHOIO
MiHIMyMY A0 Temu "bisnec". I'pamaTrka: Munynuii TpuBanuii Ta MUHYJINN nepPeKTHH yac.

3. PexomenioBana Jiteparypa

ba3oBa
1. lan Lebeau, Gareth Rees. Language Leader Intermediate. Course book. Pearson: Longman, 2008. — 168
p.
2. lan Lebeau, Gareth Rees. Language Leader Intermediate. Work book. Pearson: Longman, 2008. — 95 p.
JlomomizkHa
1. English for Everyday Communication / 3a pex. [lInmaka B. K. — Kuis, Bumia mkosa, 2003.
2. English grammar: Reference and Practice. JIpoznosa T. 1O., BypycroBa A. U. Xumepa, CaHkt-
[TerepOypr, 2000. — 320 p.
3. English grammar: Reference and Practice. /Iposmoa T. lO., BypyctoBa A. U. Xumepa, CaHKT-
[TerepOypr, 2000.
4. Murphy, Raymond. English Grammar in Use. — Cambridge, 1988. — 328 p.
5. Raymond Murphy. English Grammar in Use. Cambridge University Press. — 386 p.
6. Thompson A. J., Martinet A. V. A Practical English Grammar Exercises#2. Oxford University Press.
7. Thompson A.T. J., Martinet A.V. A Practical English Grammar Exercises#1. Oxford University Press.
8. Bepba I'. B., Bep6a JI. I'. JloBinHUK 3 rpamaTuku aHriiicekoi moBu. — K.: Ocpira, 1993.
12. Indopmauiiini pecypcu
http://moodle.mnu.mk.ua/course/view.php?id=68
http://www.etymonline.com/
http://eldum.phil.muni.cz/course/view.php?id=15
http://ijl.oxfordjournals.org/

4. ®opma miAICYMKOBOT0 KOHTPOJII0 YCHIIIHOCTI HABYAHHSA:
VI cemectp-iciut
6. 3aco0m TiarHOCTHKH yCHIIIHOCTI HABYAHHSA: MOY/JIbHA KOHTpoJIbHA poboTa (MKP)

4. 3aco0u aiarHOCTHMKY HABYAJIbHUX J0CSATHEHDb CTYJAEHTIB.

IIpuHnunu 3aco06iB KOHTPOJIIO

Cucmema oyinw6anHsa HayiieHa Ha:
* OiHIOBaHHS IOCSATHEHb 0akaiaaBpiB B OBOJIOJIHHI IHO3€MHOIO MOBOIO Y
BIAMIOBIAHOCTI 10 BU3HAYEHNX HaBUAIBHUX IIek Ta PBM;
* 3a0e3neueHHs BIATYKIB HA MPOrpaMy Ta pi3HUX aCMEKTIB ii BTUICHHS;
 CripusiHHA BILUTUBOBI MPOTPaMH Ha MPOLIeC HAaBYAHHS;
* O3HalfoMJIeHHs OaKaIaBpiB 3 KPUTEPLIMH OLIIHIOBAHHS 1 METOAaMHU
CaMOOIIIHIOBAHHS.

Cucmema ouini08aAHHA NOGUHHA:

» HagaBaTu BamigHi ¥ HaMiliHI BUMIPHUKYU pe3yJIbTaTiB HABYAHHS BIAMOBIAHO MO IIiICH, 3aBAaHb 1

3MICTY IPOTpaMH ;


http://moodle.mnu.mk.ua/course/view.php?id=68
http://www.etymonline.com/
http://eldum.phil.muni.cz/course/view.php?id=15
http://ijl.oxfordjournals.org/

* ByTH KOMYHIKaTUBHOIO Ta OPI€EHTOBAHOIO HA BMIHHS, BOJHOYAC HE HEXTYBAaTH HEOOXiTHICTIO
JOTPUMYBATHUCS YITKOCTI i TOYHOCTI y MOBJICHHI;

* Brutoyatu B ce0e sIKk HOTOYHHM TaK 1 MiCyMKOBHI KOHTPOJIb;

* [IpencraBnsT JOTIUHY PaMKY, U SIKOi XapaKTEpHUM € IOCTYIIOBE YCKJIAJJHEHHS MOBIICHHEBUX
YMiHBb B MEXaX KOXKHOTO MOJYJISl HABUAHHS 1 [IPH MEPEXO0/Ii Bil OTHOTO PiBHA J0 HIIOTO;

* CiBBITHOCHTHCH 3 PIBHSMH BOJIOXIHHS MOBOIO 3€P Ta o1iHIOBaTH YCIi

MaKpOBMIHHS;

* [lignaBaTrcs MOCTIHHOMY aHaJi3y, OI[IHIOBAHHIO Ta MOATBIIOMY BIOCKOHAJICHHIO.

3acobu diacnocmuKu HABUANLHUX 00CAZHEHb CIMYOCHMIE

3aBAaHHS I TPAKTHYHUX 3aHATh, 3aBIAHHS ISl IOTOYHUX KOHTPOJBHHUX POOIT, 3aBIAHHS IS
MOMIYJIBHUX poOIT, MHUCHBMOBI CaMOCTiHHI poOoTH y dopMi pedepaTiB, IHAUBIAyaTbHI 3aBIaHHS,
MIZICYMKOBE OITUTYBAHHS CTYJEHTIB 110 TEMaTHIIl 3MICTOBHUX MOJYJIB.

MeTtoau KOHTPOJIIO

Memoo ycnoeo konmpoaro. ETanu yCHOTO OMMUTYBAaHHS: TOCTAaHOBKA BHKJIa/1aueM MUTaHb (3aBJaHb) 3
ypaxyBaHHSIM crenu}iky npeameTa i BAMOT POrpaMu; MIATOTOBKA CTYJAEHTIB 10 BIAMOBIII 1 BUKIAACHHS
CBOiX 3HaHb: KOPEKIIisl 1 CAMOKOHTPOJIb BUKJIAJICHUX 3HAHB IT1]] Yac BiAMOBI/II; aHAIII3 1 OI[IHKA BIMOBIIL

Memoo nucvmosozco konmponio (IUCbMOBI KOHTPOJbHI POOOTH, TBOpHW, INEPEKa3H, AWKTAHTH,
MMUCHMOBI 3aJTIKH TOIIIO).

Tecmosa nepegipka 3nans (TECTU HA TOTIOBHEHHS; TECTH HAa BUKOPUCTAHHS aHAJIOTI; TECTU HA 3MIHY
€JIEMEHTIB BIJIMOBI/I TOIIIO).

I'pagiuna nepesipka 3nane (rpadidai 300pakKCHHS YMOBHM 3aBJaHHS, MAaJIOHKH, KPECICHHS,
niarpamu, cxeMmu, Tabmuui). I'padiuHa mepeBipka MOKe BHUCTYNATH SIK CaMOCTIMHMNA BuA abo Moxke
BXOJIUTH, SIK OPraHIYHUI eIeMEHT, 10 YCHOT a00 MMChbMOBOI IEPEBIPKU.

Icnumu. Ycunii icnut. [TucemoBuii icint. O1iHKAa.

Camokoumpons i camooyinka.

Po3noain 0amiB, AiKi OTPUMYIOTH CTYI€HTH

VYci Bumm HaBYanbHOT poO0TH 3 Kypey «IHo3emHa moBay/ «I[IKAM» nignopsinkoBaHi €BpornenchKiit
KpeIUuTHO-TpaHCQEpHIA cUcTeMi opraHizallii HaB4aJIbHOTO MPOIECY Ta KOHTPOJIIO CTyAeHTIB. KoHTpob
3MIACHIOETHCS 32 JIOTTIOMOTOI0 MOAYIbHOT KOHTPOJBHO1T poboT (MKP) HanpukiHIl KOKHOTO MOIYJIA.

MonynbHUl KOHTpOJIb TNependayae MepeBIpKy CTaHY 3aCBOEHHS BU3HAYEHOI CHCTEMU E€JIEMEHTIB
3HaHb TOTO YM IHIIOTO MOJIYJS, OO $KOi BKJIIOYAIOTHCS €JIEMEHTH 3HAaHb 3 IUIAHOBOTO IOBTOPEHHS
MONEPeHIX MOAYMiB. 3aBJaHHSA I MOJAYJIBHOTO KOHTPOJIIO CKIAJAalOThCsl 3 JIBOX PIBHIB:
PENPOAYKTUBHOTO 1 TBOPYOTO. 3aBJaHHS PENPOIYKTHUBHOTO PIBHS CKJIAQNAlOThCA 3 JBOX YAacTHUH: HOBI
3HAHHS 1 €IEMEHTH 3HaHb 3 MOBTOPEHHS nornepenHix MoayaiB. Cyma OaliB 3a 3aBAaHHS PEPOIyKTHBHOTO
PIBHSI KOHTPOJBHOI poO0TH cTaHOBUTH 50%. 3araibHa cyma 0ajiB 3a OJIHY MOJYJIbHY KOHTPOJIbHY POOOTY
cranoButb 50/100.

5. HaByajbHi-Ha04YHi MOCIOHNKH, TEXHIYHI 32ac00M HABYAHHS.

Haeuanvhi-naouni nocionuku
PexoMeHn10BaHa OCHOBHA HaBYAJIbHA JliTeparypa:
bazoBa
1. lan Lebeau, Gareth Rees. Language Leader Pre-Intermediate. Course book. Pearson: Longman, 2008. —
168 p.
2. lan Lebeau, Gareth Rees. Language Leader Pre-Intermediate. Work book. Pearson: Longman, 2008. —
95 p.
Jlonmomixkna

1. English grammar: Reference and Practice. [Ipo3moBa T. lO., bypycroBa A. NU. Xumepa, CaHkr-
ITetepOypr, 2000. — 320 p.
2. Murphy R. English Grammar in Use. — Cambridge, 1988. — 328 p.
3. Thompson A. J., Martinet A. V. A Practical English Grammar Exercises#2. Oxford University Press.
4. Thompson A.T. J., Martinet A. V.. A Practical English Grammar Exercises#1. Oxford University Press.
5. Bep6a I'. B, Bep6a JI. I'. JloBinHuK 3 rpamaTtuku aHriiicekoi MoBu. — K.: OcBira, 1993.
6. Kaymanckas B.JI. I'pammaTtuka anrimiickoro s3bika. [locoOue isi CTYOEHTOB MEAaroruvecKux
HMHCTUTYTOB M yHUBepcuTeToB. — M., 2000. — 320c.



7. Kaymanckas B.JI. COOpHHK yrpaskHEHUH 10 rpaMMaTHKe aHTIHCKoro s3bika. — M.,2000. — 216c¢.
12. Indopmaniiini pecypcu

http://moodle.mnu.mk.ua/course/view.php?id=68

http://www.etymonline.com/

http://eldum.phil.muni.cz/course/view.php?id=15

http://ijl.oxfordjournals.org/

Texniuni 3acoou nHaguanns
- 700ip 10 TeMH, IO BUBYAETHCS, AyAIOBI3yaJbHUX HABYAIBHUX 33aCO0IB, SKi BIAMOBITAIOTH OCBITHBO-
BHUXOBHUM 3aBJIaHHSM 3aHSITTS;
- momepenHii meperysim abo MPOCITYXOBYBaHHS Marepially 3 METOO aHaji3y HOTO 3MICTY;
- BU3HAUYEHHS JIOIUILHOCT1 BUKOPUCTAHHS AI0paHOTO MaTepialy;
- BHM3HA4Y€HHA (JOPMU HABYAILHOTO 3aHATTS (IPAKTUYHE 3aHATTS);
- BHU3HA4YeHHs (QYHKIIl TEXHIYHMX 3ac00IB HAaBYaHHA B CTPYKTYypl 3aHATTS (MOBIJOMJIEHHS HOBOIT
1HopMallli, UTIocTpallisl, y3aralbHEeHHs, CUCTEMaTHU3allis, 3aKpIJIEHHs, KOHTPOJIb);
- BHUOIp MPOBIIHOTO METOJy y BUKOPHUCTaHHI TEXHIYHHUX 3ac00IB HaBYaHHS (HAOYHO-LIFOCTPAaTUBHUH,
aKTUBHO-EBPUCTUYHMI) 1 METOJUYHUX MPUHOMIB MMOKa3y (LIUIKOM, YaCTUHAMHU, OKPEMUMH KaJpaMu);
- BHU3HAYeHHs 3aco0IB aKTHBi3allli MI3HABaJbHOI AISUIBHOCTI CTYJAEHTIB Ha eTanax BHUKOPUCTaHHS
TeXHIYHUX 3ac00IB HaBUYaHHSA (TMOBIIOMJIEHHS METH TIEPErJisAly, TOCTAaHOBKA 3aBJaHHs, B T. U.
MpoOJIeMHOr0, KOHTPOJbHI 3alUTaHHs, CKJIaJaHHA IUIaHy, BUKOHAHHS BIPaB, pO3B'A3yBaHHS 3ajad,
0OrOBOPEHHS).

PiBenr 3actocyBanns T3H 3anexxuth Bifg XapakTepy HaBYAJIbHOI TUCIUIUIIHU, ITATOTOBKHA Ta
IHTEpeCiB caMHuX CTyAEHTIB, (OpMU 3aHATh, HAXWJIIB, HAsBHUX 3ac00iB, MPOTrpaMHO-METOJIUYHOTO
3a0e3neyeHHs .

PiBui Bukopuctanus T3H: 1) emizoguunuii (BUKOPHCTOBYIOThCS BHKIAJa4eM BiJ BHIAIKy [0
BHIAJKY), 2)  CHUCTEMaTHYHHUH (ITOCTiffHE  3aCTOCYBaHHS, IO  JA€ 3MOTY  pO3IIMPIOBATH 1
ypi3HOMaHITHIOBaTH oOcar iHdopmarlii); 3) CHHXpOHHHH (mependadae TPAKTUYHO  Oe3mnepepBHE
CYIIPOBOJIKYBaHHS BUKJIaJy MaTepiaiy 3actocyBaHHIM T3H npoTarom BCbOro 3aHATTA).

6. KoHcnekT Jekuii 3 TUCHUILIIHA

Lecture 1

Tema: Traditional Grammar

Meta: 3acBO€HHsS €JIEMEHTIB TI'paMaTH4YHOI Teopii, HEOOXiTHUX JUIS OBOJIOJIHHS
MPAaKTHYHOK0 BHMOBOIO; PO3MIMPEHHS TI'PAaMaTHIHOTO KPYro3opy CTYISHTIB Ta
dbopmMyBaHHS eTleMEHTapHUX MPO(ECIHHNX HABHYOK.

Metoau: JNETYKTUBHUMN (TTOSICHEHHS 3arajJbHUX IMOJIOKECHb 3 HACTYITHUM
JCMOHCTPYBaHHSAM MOJKJIUBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHUX IIPHKIANax); METOJ
CTYIMHYACTOCTI (PO3KPHUTTSA MPOOJEMATUKU TEMH, MEPEXOJAYH Bil OJHOTO CTYICHS 0
1HIIIOT0).

1. Traditional Grammar in Ancient Greece

Formally, traditional grammar is the type of grammar as it was before the advent of structural linguistics.
Two periods of traditional grammar could be distinguished: 1) prescriptive (pre-scientific) and 2)
descriptive (scientific).

Traditional grammar has its origins in the principles formulated by the scholars of Ancient Greece and
Rome — in the works of Dionysius Thrax, Protagoras, Plato, Aristotle, VVarro, and Priscian.

Dionysius Thrax (c. 100 B.C.) was the first to present a comprehensive grammar of Greek. His grammar
remained a standard work for thirteen centuries. Thrax distinguishes two basic units of description — the


http://moodle.mnu.mk.ua/course/view.php?id=68
http://www.etymonline.com/
http://eldum.phil.muni.cz/course/view.php?id=15
http://ijl.oxfordjournals.org/

sentence (logos), which is the upper limit of grammatical description, and the word, which is the minimal
unit of grammatical description. The sentence is defined notionally as “expressing a complete thought”.
The constituents of the sentence were called meros logos, i.e. parts of the sentence. Thrax distinguished
onoma (noun) class words, rhema (verb), metoche (participle), arthron (article), antonymia (pronoun),
prothesis (preposition), epirrhema (adverb), and syndesmos (conjunction). He reunited the Stoic common
and proper nouns into the single onoma (noun) class; he separated the participle from the verb. The
adjective was classed with the noun, as its morphology and syntax were similar to those of nouns.

The noun was defined as a part of the sentence inflected for case and signifying a person or a thing; the
verb as a part of the sentence without case inflection, but inflected for tense, person, and number,
signifying an activity or process performed or undergone; the participle as a part of the sentence sharing
the features of the verb and the noun; the article as a part of the sentence inflected for case and preposed
or postposed to nouns; the pronoun as a part of the sentence substitutable for the noun and marked for
person; the preposition as a part of the sentence placed before other words; the adverb as a part of the
sentence without inflection, in modification of or in addition to the verb; the conjunction as a part of the
sentence binding together the discourse and filling gaps in its interpretation.

Each defined class of words is followed by a statement of the categories applicable to it. Thrax refers to
them as parepomena. By parepomena he means grammatically relevant differences in the forms of words
which include both inflexional and derivational categories. To illustrate this, consider the noun. Thrax
distinguishes five such categories of the noun:

1) Genos (gender): masculine, feminine, neuter;

2) Eidos (type): primary or derived;

3) Schema (form): simple or compound;

4) Arithmos (number): singular, dual, or plural;

5) Ptosis (case): nominative, vocative, objective, genitive, dative.

The parepomena of the verb included mood, voice, type, form, number, person, tense, and conjugation.
Three basic time references are distinguished: present, past, and future. Phrax’s set of parts of speech has
undergone only minor modifications and is still very much in use today. The main omission in this
grammar is the absence of any section on syntax. Syntax was dealt with, rather extensively, by
Appolonius Dyscolus. Appolonius based his syntactic description on the relations of the noun and the
verb to each other and of the remaining word classes to these two. The achievements of the Greek
scholars lie in devising and systematizing a formal terminology for the description of the classical Greek
language, a terminology which, through adaptation to Latin and later on adopted from Latin by other
languages, has become part and parcel of the grammatical equipment of the linguistics of our day.

2. Traditional Grammar in Ancient Rome

Roman linguistics was largely the application of Greek thought to the Latin language. The relatively
similar basic structures of the two languages facilitated the process of this metalinguistic transfer. The
first Latin grammar was written by Varro (116-27 B.C.). His De Lingua Latina comprised 25 volumes.
One of Varro’s merits is the distinction between derivation and inflection. Inflectional formations are
characterized by great generality; they do not vary in use and acceptability from person to person and
from one word root to another. The former part of morphology Varro called declinatio naturalis (natural
word variation) and the latter, declinatio voluntaria (spontaneous word form variation). Varro set up the
following system of four inflexionally contrasting classes:

1) those with case inflexion (nouns including adjectives);

2) those with tense inflexion (verbs);

3) those with case and tense inflexion (participles);

4) those with neither (adverb).

The Latin grammars of the present day are the direct descendants of the works written by late
grammarians, Priscian (c. A.D. 500) in particular. His aim, like theirs, was to transfer as far as he could
the grammatical system of Thrax’s grammar, as well as the writings of Appolonius, to Latin. He uses the
classical system of eight word classes laid down by Thrax and Appolonius, with the omission of the
article and the inclusion of the interjection. Priscian’s work is based on the language of the best writers
(e.g. Cicero, Virgil), i.e. not on the language of his own day. Priscian’s work marks the bridge between
Antiquity and the Middle Ages in linguistic scholarship.

Questions for self-correction:



What are the two periods of traditional grammar?

Who formulated the major principles of traditional grammar?

What are the achievements of the Greek scholars in grammar theory?

Characterize the development of traditional grammar in Ancient Rome.

. What similar features could you distinguish in traditional grammar in Ancient Rome and Ancient
reece?

QoasrwbdE

Lecture 2

Tema: Prescriptive Grammar

Meta: 3acBO€HHsS €JEMEHTIB TIpaMaTU4yHOi Teopli, HEOOXITHUX [JIs OBOJIOJIHHS
NPaKTUYHOK BHMOBOK), PO3LIMPEHHS TPaMaTUYHOTO KpPYro3opy CTYIEHTIB Ta
dbopmyBaHHS eleMEHTapHUX MPO(ECIHHUX HABUYOK.

Metonn: NeyKTUBHUH (TTOSICHEHHS 3arajibHuX MOJIOKEHb 3 HACTYITHUM
JICMOHCTPYBAHHSIM MOXIIMBOCTI iX 3aCTOCYBaHHS Ha KOHKPETHHX IPHKIAAax); METOJ
CTYMIHYACTOCTI (PO3KPUTTSA MPOOJIEMATUKH TEMH, HMEPEXOASYM BiJ OJHOTO CTYIEHS JI0
HIIIOTO).

1. Prescriptive Grammar

Until the end of the sixteenth century, the only grammars used in English schools were Latin grammars.
The aim was to teach Englishmen to read, write and sometimes converse in this lingua franca of Western
Europe. One of the earliest and most popular Latin grammars written in English was William Lily’s
grammar, published in the first half of the 16th century. It was an aid to learning Latin, and it rigorously
followed Latin models.

The Renaissance saw the birth of the modern world. It widened linguistic horizons. Scholars turned their
attention to the living languages of Europe. Although the study of Greek and Latin grammar continued,
they were not the only languages scholars were interested in. As can be expected, the first grammars of
English were closely related to Latin grammars. Latin had been used in England for centuries, scholars
had treated it as an ideal language. They were struck by its rigor and order. English, which replaced Latin,
had to appear as perfect as Latin. As a result, some English scholars were greatly concerned with refining
their language. Through the use of logic they hoped to improve English.

The first grammars of English were prescriptive, not descriptive. The most influential grammar of this
period was R. Lowth’s Short Introduction to English Grammar (1762). The aim of this grammar was
“to teach us to express ourselves with propriety... and to enable us to judge of every phrase and form of
construction, whether it be right or not”. Unfortunately, the criterion for the discrimination between right
and wrong constructions was Latin. As Latin appeared to conform best to their concept of ideal grammar,
they described English in terms of Latin forms and imposed the same grammatical constraints.

For instance, a noun was presented in the form of the Latin noun paradigm:

Nominative: the house

Genitive: of the house

Dative: to the house

Accusative: the house

Ablative: in, at, from the house

Vocative: house

Prescriptivists promoted those grammatical variants which corresponded, in one way or another, to
equivalents in Latin. Anxious to do it, they prescribed and proscribed many of the constructions used in
English from time immemorial. They condemned the use of a preposition in sentence-final position, e.g.
who are you looking at? or who are you talking to? The reason for the condemnation was that sentences
do not end with a preposition in Latin. But even in Old English we could find sentences ending with
prepositions. The rule ‘It is incorrect to end a sentence with a preposition’ was repeated in prestigious
grammars towards the end of the eighteenth century, and from the nineteenth century on it was widely
taught in schools. To quote Geoffrey K. Pullum and Rodney Huddleston, “The result is that older people



with traditional educations and outlooks still tend to believe that stranding is always some kind of
mistake.”
Another restriction that the prescriptivists applied to English was the Latin constraint on the use of the
accusative form of a noun after the verb esse (to be). Since me is historically the accusative form of the
person (nom.: I; gen.: my; dat.: to me; acc.: me; abl.: by me; voc.: 0 me), it was considered wrong to say
it’s me. Instead we must say /¢t’s I. The pattern /t’s me, which had been common for centuries and still is,
was thought incorrect since the Latin construction ego sum made use of the nominative form of the
pronoun.
Another prescription was not to use the construction better than him. Writers of Lowth’s era used both
better than he and better than him. His preference for the former he explained by the fact that better than
he can be followed by the verb is and better than him cannot. His decision and his reasons continue to be
observed today.
Prescriptivists disliked variation and change. Correctness was associated with what used to be the case.
Different from was preferable to different to, or different than, because the di-part of the word in Latin
indicated division or separateness, and therefore from suits the etymological argument better.
Prescriptivists condemned constructions on account of logic as well. For instance, had rather and had
better, double comparatives (lesser, worser) were regarded as contradicting the laws of reason. Logic was
used to stigmatize some constructions and promote others. The most notorious example concerns double
negation, e.g. I don’t know nothing. Such patterns were traditional. Shakespeare used double negation.
However, they were condemned as incorrect.
Last but not least, prescriptivists disregarded English of their day: they would rather draw their examples
from the past. Even the English of the best writers of the past was sometimes regarded as wrong if it did
not correspond to their conception of correct English.
Prescriptivists are conservative linguists: when there is a competition between an older form and a more
recent alternative, they dislike change which is identified with corruption: the language of their ancestors
had beauty, but the Language of his contemporares is always diminished (Randal L. Whitman).
Latinization of English grammar was also reflected in the system of parts of speech. Patterning after
Latin, prescriptivists set up a classification of eight parts of speech: noun, pronoun, verb, adjective,
adverb, preposition, conjunction, and interjection. The English articles a(n) and the, having no Latin
counterparts, were not given the status of a part of speech, but merely referred to as signs before nouns to
identify them as nouns. Some prescriptivists treated the articles as a subclass of adjectives. Only Ben
Jonson assigned them to a class of their own. Similar to Latin grammarians, prescriptivists, in defining
word classes or syntactic structures, relied either on meaning or function. E.g. a noun is the name of a
person, place or thing; an adjective is a word that modifies a noun; a sentence is a group of words
expressing a complete thought; the subject is that of which something is said; the predicate is that which
is said of the subject.
To sum up, prescriptive grammar could be characterized by the following features:
1) Patterning after Latin in classifying words into word classes and establishing grammatical categories;
2) Reliance on meaning and function in definitions;
3) Approach to correctness: the standards of correctness are logic, which
was identified with Latin, and the past.
4) Emphasis on writing rather than speech.
As prescriptive grammarians were concerned with the rules for the correct use of English, they could be
called the first standardizers of English. Unfortunately, their ‘standardization” work was often based on
subjective criteria and other languages. However, not all works written in the prescriptive era ignored
actual usage. Those which did not paved the way to Standard English, which has today become an
objective standard for correct English. Those grammarians who adhere to the norms of Standard English
(the English of government, education, broadcasting, news publishing, and other public discourse) are
also prescriptivists — prescriptivists in a good sense.

Questions for self-correction:
What grammars were used in English schools until the 17" century? What was their aim?
What did the Renaissance give to the grammar theory?
What kind were the first English grammars?
What way was latinization of English grammar reflected?
Characterize main features of the prescriptive grammar.
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Lecture 3
Tema: Non-Structural Descriptive Grammar.
Merta: 3aCBO€HHS €IEMEHTIB rpaMaTU4HOI TEOpii, HEOOXiTHHUX /sl OBOJIOAIHHS MPAKTHYHOIO BUMOBOIO;
PO3MIMPEHHS TPAMAaTHYHOTO KPYrO30pY CTYIEHTIB Ta (JOpPMYBaHHS €JIeMEHTAapHUX MPOpeciiHUX HAaBUUOK.

Metonmn: NeyKTUBHUM (TTOSICHEHHS 3arajabHUX MMOJI0KEHD 3 HACTYITHUM
JICMOHCTPYBaHHSIM MOXJIMBOCTI iX 3aCTOCYBaHHS Ha KOHKPETHHMX MPHKIANAx); METOJ
CTYIIHYACTOCTI (PO3KPUTTSA MPOOJIEMATUKH TEMH, HEPEXOASYH BiJ OJHOTO CTYIEHS JI0
1HIIIOTO).

Non-Structural Descriptive Grammar

In the second half of the 19th century the development of prescriptive grammar was completed. The best
prescriptive grammars of the period, C.P. Mason’s English Grammar, 1858 and A. Bain’s Higher
English Grammar, 1863, paved the way for the appearance of a new type of grammar, viz. descriptive,
or scientific grammar: a need was felt for a grammar which could give a scientific explanation of the
actually occurring structures without assessing the correctness of the structures. Henry Sweet (1845-
1912), the father of a new approach to linguistic studies, described it in the preface to his work, New
English Grammar, Logical and Historical (1891) as follows: “As my exposition claims to be scientific, |
confine myself to the statement of facts, without attempting to settle the relative correctness of divergent
usages. If an ‘ungrammatical’ expression such as it is me is in general use among educated people, |
accept it as such, simply adding that it is avoided in the literary language” (H. Sweet). Similar to
prescriptive grammarians, Sweet mostly concerned himself with the written language, the language of the
best writers of his time. Sweet also adopted the grammatical system of his predecessors, but in classifying
words into word classes he was more explicit as regards the criteria, or principles, of classification than
prescriptivists. The scholar seemed to adhere to the same conception of parts of speech as his ancient
colleagues, parts of speech are syntactic categories — they manifest themselves in the sentence as
relational categories: the noun is related to the verb, the adverb is related to the verb, the preposition is
related to the noun, the adjective is related to the noun. This approach can be clearly seen in his
description of the noun: “As regards their function in the sentence, words fall under certain classes called
parts of speech, all the members of each of these classes having certain formal characteristics in common
which distinguish them from the members of the other classes. Each of these classes has a name of its
own — noun, adjective, verb, etc.” (H. Sweet). “If we examine the meanings of the words belonging to the
different parts of speech, we shall find that such nouns as tree, snow, man, are all substance-words...”

The term scientific grammar means reliance on facts and the use of the inductive method. Henry Sweet
was the first to undermine the old tradition in linguistic studies where the function of grammar was to
prescribe what is first. Being interested in phonetics, Sweet could not ignore the spoken language: “The
first requisite is a knowledge of phonetics of the form of language. We must learn to regard language
solely as consisting of groups of sounds, independently of the written symbols...” This is in fact the
recognition of the priority of oral speech over written judged to be correct rather than describe actual
usage.

Among his followers we can mention Poutsma, Kruisinga, Zandvoort, Curme, and Jesperson. However,
of all the descriptivists, special mention should be given to Otto Jespersen (1860-1943), a Danish
linguist whose most enduring work is in the theory of grammar and the grammar of English. Like
Sweet, he proposes three principles of classification — meaning, form, and function. He is much more
original in syntactic studies. His theory is set out in The Philosophy of Grammar (1924). It is based on
the concepts of ranks distinguished in nexus (predication) and junction (subordination). The term rank is
used of successive levels of subordination, or dependency. E.qg. in the junction very cold water, water has
the highest rank and is a primary; cold has the next highest rank and is a secondary; very has the lowest
and is a tertiary. The ranks are also distinguished in nexus, e.g. He (primary) writes (secondary) a letter
(primary) every day (tertiary). This sentence contradicts his theory of ranks since a letter is subordinate to
writes. If the scholar had been more consistent, he would have had to apply the same principle of
subordination to both junction and nexus structure, as he did in his analysis of a furiously barking dog
and a dog barks furiously. Despite this inconsistency, the theory of ranks undoubtedly served as an
impulse to transformational-generative grammarians who saw transformational relations between
predicative and non-predicative structures.



Non-predicative structures were treated as transformationally derived from the corresponding predicative
ones — both were built on the same type of subordination.
Non-Structural Descriptive Grammar in Summary
1. Unlike prescriptivists, descriptivists focus their attention on actual usage without trying “to settle the
relative correctness of divergent usages”;
2. Descriptivists rely on the English of the best authors of their day as well as the English of the past. To
them, change in language is not associated with corruption;
3. Similar to prescriptivists, descriptivists use meaning and function in their definition of parts of speech.
Questions for self-correction:

1.When was the development of prescriptive grammar completed?

2. What was the reason of the appearance of descriptive grammar?

3. What method was descriptive grammar based on?

4. What principles of classification of parts of speech were proposed by descriptivists?



Lecture 4

Tema: Structural Descriptive Grammar

Meta: 3acBO€HHSI €JIEMEHTIB IpaMaTH4HOi Teopii, HEOOXIAHUX [JsI OBOJIOJIHHS
MPAaKTUYHOK BHMOBOIO; PO3IIMPEHHS TPAMAaTUYHOIO KPYro3opy CTYJEHTIB Ta
dbopmyBaHHs eleMEHTapHUX MPO(ECIHHUX HABUYOK.

MeTtoau: JACAYKTUBHMM (MOSICHEHHS  3arajbHUX TMOJOXEHb 3  HACTYIHUM
JICMOHCTPYBaHHSIM MOXKJIMBOCTI iX 3aCTOCYBaHHS Ha KOHKPETHHX IPHKIAIAX);
METOJ CTYMIHYaCcTOCTi (PO3KPUTTS MPOOJIEMATHKH TEMH, MEPEXOJSYd BiJ OIHOTO
CTYIIEHS JI0 1HILIOTO).

Structural Descriptive Grammar

The non-structural descriptive approach to language had its heyday between 1900 and 1930, when
it was replaced by structuralism. The father of American structuralism is generally called Leonard
Bloomfield, who in his book Language presented the new approach as follows: “The study of
language can be conducted...

only so long as we pay no attention to the meaning of what is spoken”.

Followers of this approach sought to study the structure of a language as objectively as possible,
without reference to meaning and other languages. By other languages they, first and foremost,
meant Latin and Greek, the languages prescriptive and, to a lesser degree, descriptive
grammarians modeled their analysis on. English was regarded as a language having its specific
structure, and the task of a linguist was to reveal it by using scientific (i.e. formal) methods of
analysis. Meaning as a criterion was not reliable since, being unobservable, it could be interpreted
differently by different linguists. Therefore the linguist was to devise formal methods of analysis
and replace meaning by form; the linguist must be interested in what he observes, i.e. objective
data. The structuralists based their conclusions on the analysis of sentences that they had collected
from native speakers of English, giving priority to Spoken English.

To structuralists, language is a highly organized affair, where the smaller units are built into larger
units, which in turn are built into larger ones, until the largest unit is reached. Such building-
blocks are phonemes and morphemes. The structures that we build out of the ‘bricks’ are lexemes.
Lexemes, in their own turn, serve to build the largest unit, the sentence, i.e. the predicative unit.
Structural linguists ignored meaning not because they were not interested in it. Meaning was
ignored on the grounds that it was not observable and could not be described objectively by using
formal methods. The description of meaning had to wait until appropriate methods were devised.
Such being the case, they focused their attention on structural, i.e. grammatical, meaning.
Structural grammarians have pointed out four devices used in English to indicate structural
meaning:

1) word form;

2) function words;

3) word order;

4) intonation and accent patterns (prosodic patterns).

Present-day English depends strongly on word order to convey meaning. Charles Fries argues
that “certain positions in the English sentence have become to be felt as subject territory, others as
object territory, and the forms of the words in each territory are pressed to adjust themselves to the
character of that territory”. Function words are another device. Having little or no lexical meaning
of their own, they serve to vary the functions of the lexical words.

Consider: The mother of the boy will arrive tomorrow.

The words mother, boy, arrive, and tomorrow have meaning in themselves quite apart from their
grammatical relation, or meaning, in the sentence. By structural meaning is meant meaning
expressed morphologically or syntactically; it can be simply described as meaning formed within
a structure. So, for instance, when morphemes are organized into lexemes or predicative units, a
new kind of meaning emerges which is not associated with the individual morphemes or
individual lexemes. They are full, or notional, words. But the words the, of, and will express
primarily a grammatical idea and have little or no meaning apart from the grammatical function



they indicate: the functions as a determiner of mother telling us that a particular member of the
class is meant; of relates the boy to the mother or, in other words, of makes the word boy an
attribute, or modifier, of the word mother; it is equivalent to a genitive inflection (cf. the boy’s
mother); will indicates that the process of arriving will occur in the futurel. The role of intonation
is obvious when we have to differentiate between statements and questions, between the theme
and the rhyme. Stress, or accent, helps to distinguish nouns from verbs (e.g. .suspect vs. suspect),
juncture-pause in speech distinguishes between such structures as night-rate and nitrate or phrases,
clauses and sentences. As already mentioned, anxious to be objective, structural grammarians used
formal methods of linguistic analysis, such as immediate constituent, distribution, substitution,
transformation (deletion, permutation, etc.).

The term immediate constituents (IC) was introduced by L. Bloomfield as follows: “Any English-
speaking person who concerns himself with this matter is sure to tell us that the immediate
constituents of Poor John ran away are the two forms Poor John and ran away; that each of these
is, in turn, a complex form; that the immediate constituents of ran away are ran and away, and that
the constituents of Poor John are poor and John”. To put it in more simple language, the
constituents Poor John and ran away belong together, for they stand side by side. They are the
most important constituents since they constitute the core of the sentence. The same principle of
togetherness underlies the constituents Poor and John, ran and away. However, as compared to
Poor John and ran away, they are constituents of a lower level: they are subconstituents of the
higher level — Poor John and ran away. Hence two levels of analysis: higher and lower where the
lower level is subordinated to the higher level.

According to D. Bolinger, the principle of togetherness is very pervasive in language. It manifests
itself in “our resistance to putting something between two things that are more closely related to
each other than they are to what is inserted. Teachers find it hard to enforce the rule of interior
plurals in forms like mothers-in-law and postmasters general — speakers want to put the —s at the
end. They are even more reluctant to say hardest-working person, inserting the —est between the
members of the compound hard-working; and though some might manage it there, probably no
one would say farthestfetched story for most far-fetched story”.

The aim of IC analysis is to discover and demonstrate the interrelationships of the words in a
linguistic structure — the sentence or the word-combination.

It is not difficult to see a similarity between immediate constituent analysis and the traditional
procedure of ‘parsing’ sentences into subject and predicate, attribute, object and adverbial. Thus
L. Bloomfield’s sentence could be described by a traditional grammarian as a simple sentence
whose subject is a nounphrase, made up of the noun John modified by the adjective poor, and
whose predicate is a verb-phrase consisting of the verb ran modified by the adverb away. Both the
traditional procedure and the IC method view the sentence not as just a linear sequence of
elements but as made up of “layers” of immediate constituents, each lower-level constituent being
part of a higher-level constituent. The analysis of the sentence Poor John ran away can be
represented graphically in a number of ways:

a) we may use brackets: (Poor/John) (ran/away)

b) we may construct a tree diagram:

S (=sentence)

a b

Poor John ran away

The tree-diagram given below is to be read as follows: the ultimate constituents of the sentence
are: poor, John, ran, away; the words poor and John are the immediate constituents of one
construction (layer) indicated by °‘node’ (a); the words ran and away are the immediate
constituents of another construction (layer) indicated by ‘node’ (b). The two constructions Poor
John and ran away are the immediate constituents of the highest-level construction, the sentence
itself.

As can be seen, in analyzing the sentence into ICs we do not class the ICs into speech parts, nor do
we say that Poor John is a noun-phrase. Neither do we call Poor John subject, and ran away
predicate. In this respect IC analysis differs from, and is poorer than the traditional analysis. Its



merit is that it does not use the traditional concepts, concepts which are not defined clearly.
However, “it tells us nothing about the nature of the elements nor the manner in which they are
related”.

Bloomfied’s followers, Wells and Harris, formulated the principles of IC analysis in greater detail.
We will not go into them but will only add that the nodes were replaced by the terms noun phrase
and verb phrase; the noun phrase was analyzed into the Adjective (Adj) and the Noun (N); the
verb phrase was analyzed into the Verb (V) and the adverb (Adv). These symbols were then
replaced by the ultimate constituents — poor, John, ran, away. Consider now the new tree-
diagram:

S (=sentence)

NP VP

Adj N V Adv

John ran away

Poor

The aim of IC analysis is to show the syntagmatic interrelations between the sentence constituents.
Structuralists would agree that if we have described these interrelationships, we have described the
syntax of the sentence in its entirety. The shortcoming of the IC method lies in its extreme
formality: the analyst, using this method, is not interested in the content of the interrelationships.
Such syntactic notions as subject, predicate, object, complement, attribute, adverbial, which
constitute the basis of traditional analysis, practically were never used by structuralists. In this
way, content was separated from form. And language is a dialectical unity of content and form.
Besides, the method of IC analysis is only capable of revealing word relationships within the
sentence. The classic example is the relationship between the active and the passive voice: George
sees Mary; Mary is seen by George. An immediate-constituent analysis of these two sentences
tells nothing about their underlying kinship.”

The transformational method was developed by Zellig Harris in the 1950s. The aim of a
transformational operation was to reveal similarities and differences in the structure of the units
being examined or to reveal the structural potential of the unit. To understand it, let us examine
the following structures:

1) Mary has a new car.

2) Mary has a good time.

Superficially, the two sentences are identical in structure. However, they present two distinct
structures. Sentence (1) cannot be turned into the passive while sentence (2) can:

Mary has a new car. *A new car is had by Mary.

Mary has a good time. A good time is had by Mary.

The structural potential of a linguistic unit can also be tested by this method:

a) my dog the dog of mine;

b) Susan’s dog the dog of Susan the Susan dog;

c) John gave the book to me. John gave me the book The book was given to me.

d) John bought the book for me John bought me the book The book was bought for me | was
bought the book.

e) A number of people came People came A number came The number of people came.

f) Bill fixed up a drink for John Bill fixed a drink up for John Bill fixed a drink for John up Bill
fixed up John a drink.

Transformations help to reveal the existing relations between linguistic structures.

g) John resides in New York John resides.

h) John is my best friend John is.

i) John is walking in the park John is walking.

j) Mary put the flowers in the vase Mary put the flowers.

k) Mary is writing a letter. Mary is writing.

1) The door was closed the door was closed by the janitor.

m) The door closed The door closed by the janitor.

n) The woman looked angry The woman looked angrily.



0) The woman appeared angry The woman appeared angrily.
p) We do not allow smoking in the lecture hall It is not allowed to smoke in the lecture hall
Smoking is not allowed in the lecture hall.
q) The student arrived late. The student’s late arrival.
Through the transformational method we can show the structural potential of a linguistic unit as
compared to units exhibiting superficially similar structure. If linguistic units can be subjected to
the same transformation, we can say that they are identically structured. But if they cannot, their
structure is different. To sum up, the merit of the transformational method can be stated as
follows: 1) it enables the analyst to diagnose linguistic structures; 2) it reveals the structural
potential of linguistic structures. The emergence of this method practically marks the end of post-
Bloomfieldian linguistics and the beginning of a new stage of structural linguistics.

Questions for self-correction:
1. Who can be considered as the father of structuralism?
2. What method was structural descriptive grammar based on?
3. What is morpheme? Give examples of polysemantic and monosemantic morphemes in
Modern English and Ukrainian.
4.  Characterize notional and structural words. Give the examples of notional and structural
words in Modern English and Ukrainian.
5. What does the term immediate constituents mean?
6.  What is the aim of IC analysis?
7. Characterize the transformational method.

Lecture 5

Tema: Transformational — Generative Grammar

Meta: 3acBO€HHS €JIEMEHTIB TpaMaTH4YHOI Teopii, HEOOXITHUX JUISI OBOJIOAIHHS
IMPAaKTUYHOK BHMOBOK); PO3IIUPEHHS T'PaMaTUYHOTO KPYro3opy CTYJICHTIB Ta
dbopmyBaHHS eTleMeHTapHUX NMPOo(dEeCIHHNX HABHUOK.

Metonu:  AeAyKTUBHMM (ITOSICHEHHS  3arajbHUX  TMOJOXEHb 3  HACTYIHUM
JCMOHCTPYBaHHSIM MOKJIHMBOCTI 1X 3aCTOCYBAHHS Ha KOHKPETHHUX MPHUKIIAIaxX ); METO
CTYIIHYACTOCTI (PO3KPUTTSA MPOOIECMATHKU TEMH, MEPEXOASIYH Bil OJHOIO CTYIICHS
710 1HIIIOTO).

Transformational — Generative Grammar

From the transformational method there was only one step to the creation of a new type of
grammar, transformational-generative grammar. This method and the method of ICs had paved
the way for the emergence of a grammar that could account for the generation of the sentence.
Unlike the structural grammarian, the transformational-generative grammarian is not content with
describing what he finds in a corpus of sentences collected from native speakers. He is interested in
possible sentences, i.e. the speaker’s-hearer’s knowledge of a language (competence), rather than in
his actual use of it (performance).

There are two types of transformational-generative grammar:

1) the Harris — Chomsky grammar and 2) the Chomsky grammar.

The first type of transformational-generative grammar (TG) was developed by Harris (1951) in
concert with his pupil Chomsky, in the 1950s. By the end of the decade their paths had separated.
But first let us discuss the model of TG as worked out by Harris in association with Chomsky.
According to this model, a language consists of a limited number of kernel sentences (i.e.
structurally the most simple sentences), and their transforms, i.e. structures derived from them.
Kernel sentences are generated by the use of the IC model. The set of rules showing how a
sentence is generated is called rewrite rules, or rewriting rules. Consider the kernel sentence The
man hit the ball. This sentence is generated by the application of the following rules:

1) Sentence NP + VP

2) NP T (a determiner) + N



3) Tthe
4) N man
5) VP V + NP
6) Vhit
7)NPT+N
8) T the
9) N ball
This sentence is derived by the use of 6 rules (rules 7, 8, 9 are recursive, i.e. they have already been
used before). From this sentence, applying transformational rules, we can derive other sentences,
such as The ball was hit by the man; Did the man hit the ball?; The man did not hit the ball; What
the man did was hit the ball; It was the man who hit the ball, etc.
The principal transformational rules that can be applied to kernel sentences include:
1) expansion of the verb phrase and the noun phrase, e.g.
John is at home. John must be at home.
We like him. We came to like him.
John is walking. John is walking in the park.
The verb in the kernel sentence can be expanded by using modal and aspective verbs; the noun by
restrictors (articles, pronouns), e.g.
John is at home The John (i.e. our John) is at home.
Poor John is at home.
Mary’s John is at home.
2) permutation — change of the word-order, e.g.
He is a student. Is he a student?
Jane sent me a letter. Jane sent a letter to me.
3) introduction of functional words, e.g.
He arrived tonight.Did he arrive tonight?
Ted is clever How clever Ted is!
4) use of introducers (there, it), e.g.
A bell rang. There rang a bell.
5) deletion of an element, e.g.
Would you like a cup of tea? A cup of tea?
6) use of negation words, e.g.
The evening was warm. The evening was not warm.
7) passivisation, e.g.
The teacher praised the boy. The boy was praised by the teacher.
Kernel sentences can be nominalized, i.e. they can be transformed into noun-phrases (NP) which
preserve the semantic relations of the kernel sentence, e.g.
The bird sings
1) the singing of the bird;
2) the song of the bird;
3) the bird’s song;
4) a singing bird.
To sum up, this model of TG is divided into three parts:
1) phrase-structure rules, 2) lexicon, 3) transformational rules.
First we begin with the phrase structure rule which says: S NP + VVP. Then we select the rules that
are used to generate NP and VVP. Then we turn to the lexicon and substitute words for the symbols.
Having thus generated a kernel sentence, we can now derive other structures by using appropriate
transformations. This model of TG is rather ‘democratic’: it does not require that the
transformations should fully preserve the meaning of the kernels — they may or may not preserve it.
Besides, it is very simple. Hence its great popularity among teachers of English.
The second type of TG was worked out by N. Chomsky (1962), who radically moved away from
the first type by distinguishing two levels of the sentence — surface and deep. Besides, Chomsky



gave up the concept of kernel sentence — his model aimed to show how all sentences (simple and
composite) are generated in English.

A deep structure is a structure generated only by phrase-structure rules and lexical rules, e.g. not
John past can sing well. A deep structure that has been transformed into a grammatical English
sentence is called a surface structure, e.g. John could not sing well. All grammatical English
sentences are surface structures; underlying each one is a deep structure. The deep structure of a
sentence is a kind of ‘springboard’ for other structures which are generated by the application of
transformational rules. As compared to the first type of TG, the Chomskyan TG imposes one
important restriction on the transformations applicable to a deep structure, viz. the transformations
must not change the meaning of the deep structure. In the first type of TG, Harris and Chomsky
would derive, for instance, yes/no questions from related declaratives:

Tom is sick. Is Tom sick?

He heard us. Did he hear us?

But as the transformation would change the meaning of the sentences, questions are not derived
from declaratives. The idea of interrogation must be presented in the deep structure of a question,
e.g. Q (question) + Tom + present be + sick. This goes to say that declaratives and questions are
based on different deep underlying structures.

What is especially new and useful in this type of TG is the observation that grammar is a device for
generating grammatical sentences. The rules comprising this grammar are limited in number, but
the sentences we generate by means of those rules are infinite. Although most of the sentences we
encounter every day are totally new to us, we have no difficulty understanding them because the
rules they are based on are very well known to us. A good knowledge of the rules enables the
speaker to ‘create’ new sentences every time he speaks a language.

Special mention should be made of the importance of the concept deep structure. TG grammarians
would agree that this concept helps us to account for ambiguity and predict it, e.g. Flying planes can
be dangerous. The sentence Flying planes can be dangerous is ambiguous because it can be related
to different deep structures:

A.
1) Planes + present fly
Flying planes can be dangerous.
2) Planes + present can + be + dangerous.
B.
1) X + pres. fly + planes
Flying planes can be dangerous.
2) Flying + pres. can be + dangerous
The term grammatical means two things: 1) generated by the application of phrase structure and
transformational rules; 2) generated by the application of lexical, or semantic rules. Thus the
sentence Green ideas sleep furiously is not grammatical because it violates the rule of semantic
compatibility.
A transformation which combines two separate structures is called generalized transformation, or a
double-base transformation. In the mid-1960s the concept of generalized transformation was
rejected: the type of structures came to be derived in a base component, i.e. by phrase-structure
rules.
The era of structural and transformational-generative grammar has already come to an end.
However, their achievements have not vanished without trace: they have been incorporated into
present-day traditional grammar.

Questions for self-correction:
What are the two types of transformational-generative grammar? Characterize each type.
What is transformational-generative grammar based on?
What are the principal transformational rules?
What is generalized transformation?
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Lecture 6

Tema: The Explanatory Power of Non-Structural Descriptive, Structural Descriptive and
Transformational-Generative Grammar

Meta: 3acBO€HHS €JIEMEHTIB T'paMaTU4YHOI Teopli, HEOOXIAHUX ISl OBOJOJIHHS
MPaKTUYHOIO BHMOBOIO; PO3IIMPEHHS T'PaMaTUYHOIO KpPYro3opy CTYIEHTIB Ta
(opMyBaHHS €I€eMEHTapHUX MPOPECIHHUX HABUYOK.

Mertoam:  AeAyKTUBHUH (MOACHEHHS  3arajbHUX MOJOXE€Hb 3  HACTYIHUM
JIEMOHCTPYBaHHIM MOXIIMBOCTI iX 3aCTOCYBaHHS Ha KOHKPETHUX MPHUKIIAJaxX); METOJ
CTYHIHYACTOCT1 (PO3KPHUTTS MPOOJIEMATHKU TEMH, MEPEXOSYH BiJ OJHOTO CTYICHS
710 1HIIIOTO).

Grammar should seek to explain how language is structured, what functions its structures perform,
what rules are used to form sentences or word-combinations. Different grammars solve these
problems with a different degree of success.

Non-Structural Descriptive Grammar

Traditionally, the sentence is a group of words that expresses a complete thought or a group of
words that contains a Subject and a Predicate. The first definition, which is a notional one, is rather
subjective since there are no criteria by which we can judge the completeness of a thought. The
second definition is not satisfactory either because it rules out verbless sentences. The sentence is a
unit of communication, which suggests that any structure that can perform this function is a
sentence. To be more precise, any structure that can express new information is a sentence. This
interpretation of the sentence is also traditional in the sense that it is neither structural nor
transformational-generative; it is present-day, or contemporary, traditional.

Traditional grammarians devote a great deal of time and energy to sentence analysis. According to
the traditional method, the sentence is analyzed in terms of the parts of the sentence: Subject,
Predicate (principle parts), Object, Attribute, Adverbial Modifier (secondary parts). Having
identified the parts, traditional grammarians proceed to characterize them morphologically: What
part of speech is it? In what form, tense, aspect, mood, voice, etc. is it expressed?

The main shortcoming of the traditional method is that sentence analysis is based on syntactic
notions which are not defined clearly. Such being the case, syntactic analysis turns into an art: one
and the same constituent is often given more than one analysis. Consider the sentence: John wants
to go there. There being no clear criteria for distinguishing parts of the sentence, we cannot say for
certain whether the infinitive is part of the verbal predicate or the object.

Consider another sentence: He was known to like her. It is not clear whether the Subject is only he
or he + to like her. Both analyses can be found in traditional grammar. A similar situation can be
observed when we analyze secondary parts of the sentence, e.g. He swam across the river. vs. He
swam the river. The word the river is often given the same analysis despite a difference in pattern.
The same indeterminacy concerns the analysis of a key in He opened the door with a key: is it an
Adverbial Modifier of Manner or a Prepositional Object? All this suggests that traditional sentence
analysis is endowed with serious problems.

Traditional grammarians cannot adequately cope with ambiguity in language, e.g. He is a man to
watch. They are aware of the ambiguity and say that the sentence is ambiguous because a man may
be given two interpretations: subjective and objective — He is a man who watches or He is a man
who is watched. Although it is a correct account, we cannot say it is adequate: it does not say what
is “responsible” for the ambiguity. A similar problem arises when we analyze the sentence He fed
her dog biscuits. The traditionalist will be forced to say that the sentence is ambiguous, or that it is a
trick sentence. He/ she will say that her may be treated as the Indirect Object of fed (fed her) or the
possessive restrictor (determiner) of the noun dog (her dog). But he/she will not be in a position to
answer the question what makes it ambiguous. Also, in treating the structure the love of God, the
traditionalist will admit that it is ambiguous, for the constituent God may be given a subjective and
an objective interpretation. Although the traditional analysis is correct, it is not adequate.



Traditional grammarians treat syntactic structures as independent units, although they are aware of
existing derivational relationships between them. For instance, such relationships are assumed to
exist between active and passive sentences, between simple and composite (compound and
complex) sentences, between declarative, negative, interrogative, and exclamatory sentences.
However, the existing relationships are not formalized in terms of paradigmatic relations.
Traditional grammarians do not see such relationships between predicative structures and non-
predicative ones, e.g. John arrived vs. John’s arrival.

These days traditional grammar, which continues to be based on meaning and function, incorporates
the achievements of the past and the present, and, as in the past, is used as a reference source by
teachers of English and as a point of departure by scholars. The adoption of new methods of
analysis (structural, statistical) greatly enhances its explanatory power.

Structural Descriptive Grammar

Structural grammarians prided themselves on being true linguists: they based their analysis on
actual English, giving preference to spoken English; they used ‘discovery procedures’ such as
distribution and substitution tests, transformations of various sorts, etc. As compared to
traditionalists, they were more analytic: their attention was on segmentation and categorization (i.e.
labeling structures).

Rejecting traditional concepts and methods as unscientific, structural grammarians focused on the
development of a grammar which would be devoid of ‘old illnesses’, a grammar not influenced by
Latin or Greek. It was in the field of syntax that Latinization was the most obvious. As already
indicated, structural grammarians put forward a new method of sentence analysis, viz. the
immediate constituent (IC) method. The essence of the method is that the sentence is viewed as
being composed of layers, or levels — higher and lower. The layers are subordinate to each other. By
means of this method we can identify the syntactic relations between constituents that are adjacent
(next) to each other. The term immediate means that there is no other syntactic element in between.
Consider:

Mary married John.

Graphically, the IC structure of the sentence can be presented as follows:

Mary married John.

As can be seen, the sentence is divided into two immediate constituents Mary and married John
subordinated to the sentence as a whole: married John is divided into married and John which are
subordinated to married John. The highest level is represented by the sentence: the first unit
represents a lower level and the second unit, the lowest. This method makes it possible to
demonstrate that sentences having identical grammar may have different structure. Consider:

The police shot the man in the red cap.

The police shot the man in the right arm.

The first sentence has the following IC structure:

The police shot the man in the red cap.

The second sentence is structured differently:

The police shot the man in the right arm.

The difference between the two sentences concerns the relationship between the man and the
adverbial constructions in the red cap and in the right arm with respect to the verb shot: in the first
sentence the second cut is between shot and the man while in the second sentence it is between the
man and the right arm. In traditional terms, in the first sentence in the red cap is an Attribute to the
man while in the second sentence in the right arm is an Adverbial of Place.

Structuralists rejected the traditional method of the classification of words into word-classes and
replaced it by the distributional method, or, roughly speaking, the positional method. As there are
few forms in English, the behavior of a word in the context becomes a crucial factor in classifying
words. But the distribution of a word is practically the same as the function of a word in a sentence.
This suggests that the traditionalist also makes use of the same principle as the structuralist. Despite
the similarities, structural grammar has an advantage over traditional grammar in being more
rigorous as concerns linguistic analysis.



Giving an overall evaluation of structural grammar, it is necessary to point out that it pays special
attention to analysis, to the distinction of structural units (phonemes, morphemes, lexemes,
sentences). Structuralists were too preoccupied with the sequence of phoneme-to-sentence and
failed to see the interrelationships outside the sentence. Last but not least, structural grammarians
spent all the energies in gathering more and more examples without trying to create an alien
compassing theory of language that “would, as theories must, see first the whole and then the parts”
(D. Bolinger).

Transformational-Generative Grammar
Transformational-generative grammar does not teach us how to analyze sentences; it teaches us
how sentences are generated in a language. Neither traditional nor structural grammar was
interested in the generation of sentences. What is more, the recognition of two types of structure —
surface and deep — makes it possible to relate all the sentences of a language and even different
languages: sentences and languages which are quite different on the surface often show many
similar features in their deep structures.
Transformational-generative grammar can account for any structural ambiguity by relating
ambiguous constructions to two (or more than two) deep structures. Ambiguity is the result of the
neutralization of the deep, or underlying, relations. Consider:
Hunting tigers can be dangerous.
This sentence can be related to two different deep structures:
DS (1) Tigers + pres. hunt + X + Tigers pres. can be + dangerous;
DS (1) X pres. hunt + tigers + It + pres. can be + dangerous.
As already mentioned, TG makes it possible to relate one sentence to another: sentences are related
if they derive from the same deep structure:
DS The manager + past write + the letter
The manager wrote the letter.
The letter was written by the manager.
Besides, TG can relate sentences to other structures: the structures The letter written by the manager
and the manager’s having written the letter are related through the same deep structure — The
manager past write + the letter. However, if we apply the Harris model, we shall be able to derive
more structures from the same deep structure, for the Harris model, in contrast to the Chomskyan
model, is ‘more democratic’ — it is not bound by the requirement that transformations should not
change the meaning of the transforms. Thus the Harris model will derive all the structures derived
by the Chomskyan model and others:
Did the manager write the letter?
The manager did not write the letter.
Who wrote the letter?
What did the manager write?
The writing of the letter by the manager.
For the manager to write the letter.
Because the manager wrote the letter, etc.
In view of this, the Harris model is more powerful: it can derive more structures from the kernel
sentence. Besides, it is more simple. Being more simple, it is easier to use in the classroom.
Transformations demonstrate the cohesiveness of language where simpler constructions are built
into more and more intricate ones. The shortcoming of TG lies in its complexity. Besides, language
is more complex than transformational grammarians thought it was: it contains structures that can
only be described by a very sophisticated (intricate) formal apparatus which would render it useless
in the classroom. Transformational grammar concentrates on competence and ignores performance,
i.e. the actual use of linguistic structures, which suggests that the picture of a language presented by
TG is one-sided.
Questions for self-correction:
1. Define the sentence according to different grammar approaches.
2. What principles did structural grammarians base their theory?



3. How does transformational-generative grammar analize the sentence?
4. Analize Harris model.
5. What does transformational grammar concentrate on?

LECTURE 7

Tema: Structural Features of Present-Day English

Mera: 3acBO€HHsS €JIEMEHTIB TIpaMaTH4YHOi Teopii, HEOOXIAHWX JUIS OBOJIOMIHHS MPAKTUYHOIO
BHMOBOIO; PO3MIMPEHHS TPaMAaTUYHOTO KPYTro30py CTYACHTIB Ta (OpMYBaHHS eJIeMEHTApHHUX
npodeciiHuX HaBUYOK.

Meroau:  aenykTuBHUH (MOSCHEHHS  3araJbHAX  TOJOXEHb 3  HACTYIHUM
JICMOHCTPYBaHHSIM MOJKJIMBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHHUX MPHUKJIAaxX ); METOJ
CTYIIHYACTOCTI (PO3KPUTTS MPOOJIECMATHKU TEMH, MEPEXOAIYH BiJl OJHOIO CTYICHS

JI0 1HIIIOTO).

In the course of its development, English, as compared to Anglo-Saxon, its parent language, has
changed beyond recognition: it has lost, with the exception of a few remains, most of its inflections.
What used to be expressed by inflected noun forms is now expressed either by means of
prepositions, i.e. lexically, or by a special position in the sentence or the word-combination, i.e.
syntactically. The greatest changes of all can be seen in the adjective and the verb. The elaborate
declension system of the adjective has completely disintegrated, and the adjective is now an
invariable part of speech (not mentioning degrees of comparison). To quote B. Ilyish, “the
simplification of adjective morphology had to be ‘paid for’ by limitation of freedom in word order”.
The verb has undergone radical changes as well: personal inflexions, with the exception of the
singular 3rd person present tense inflexion, have been lost; new tense forms have come into being:
present-day English now boasts of 16 tense forms against two in Anglo-Saxon. To innovations we
should attribute the passive forms, the analytic forms of the subjunctive mood, and others. All these
modifications have changed the structure of English: present-day English is generally described as
an analytic language. This statement is not precise, for English is still in the process of
development. We can still observe the struggle between the old and the new, i.e. between synthetic
and analytic forms. At this stage, English is a predominantly analytic language.

The struggle between the old and the new can be seen in many areas of English. Consider, for
instance, the formation of feminine nouns. Since the beginning of the 13th century, together with
the decay of grammatical gender, English has gradually lost the unrestricted power of forming
feminines by inflections and has replaced the morphological process by the syntactic, or analytic,
process, i.e. by the addition of words denoting sex to the noun:

A visitor a gentleman visitor

A servant a woman servant

An employee a female employee

A teacher a male teacher

A cat a she (lady) cat; a Tom-cat

The process of the replacement of old synthetic forms is also seen in the use of the forms
who/whom. The inflected, or old, form whom is disappearing from the spoken language and being
replaced by who. It is quite normal to say I don’t know who to invite, though in the written
language we still find whom. Whom seems to be unshakable in one position, viz. after a
preposition: To whom shall I give it?

In the spoken language, sentences with whom are not usually used; they occur with who and the
prepositions to, for, with in sentence final position:

Who shall | give it to?

I don’t know who it is intended for.

Analytic processes are also seen in the formation of the comparative and the superlative of
adjectives, where forms with -er and -est are being replaced by forms with more and most, e.g.
commoner more common, commonest most common. Other adjectives with more and most include
cloudy, fussy, cruel, quiet, subtle, clever, profound, simple, and pleasant. The spread of more and



most can be illustrated by forms like more well-informed and most well-informed or more well-
dressed and most well-dressed, where people used to say better-informed/ best-informed and better-
dressed/ best-dressed. More and most are spreading even to monosyllabic adjectives: crude more
crude, most crude; plain more plain, most plain; keener more keen, most keen.

Analytic processes are also going on in the ‘realm’ of the verb. For example, the distinction
formerly made between shall and will is being lost, and will is coming to be used instead of shall
when the meaning intended is simply futurity (i.e. prediction):

I will be there.

We will do it.

The same can be said about should and would:

| would like to know.

We would like to know.

However, there are some co-texts where should cannot be replaced by would:

| insist that he should come with us.

| asked the man whether the boy should wait.

Should is being replaced by would in purpose clauses:

I lent him the book so that he should/would study the subject.

New auxiliaries are coming into existence, for instance, get and want. Get is used in forming a
passive:

He got hurt. vs. He was hurt.

Suppose someone gets killed. vs. Suppose someone is killed.

He failed to get re-elected. vs. He failed to be re-elected.

Want is used in the spoken language to mean ought to, must, or need:

You want to be careful what you ‘re doing.

You want to go to a doctor.

You want to take it easy.

Another analytic process that is going on in English concerns the use of the verb have. When have
is a full verb (i.e. when it means possession), not an auxiliary, it forms its negative and interrogative
constructions in two ways: 1) with the auxiliary do (e.g. Do you have a car? He did not have a car.)
and 2) without the auxiliary do (e.g. Have you a car? He hadn’t a car.) Under the circumstances,
British English would often add got: Have you got a car? He hadn’t got a car. The use of the
auxiliary do in possessive constructions is due to American usage. When have means experience,
only the analytic construction is used — in both American and British English:

| had difficulty breathing.

Special mention should be made of the analytic construction consisting of verb + verbal noun: to
have a look at, to give a ring, to make a mistake. This is a construction that is gaining ground rather
fast in present-day English. The usefulness of the constructions becomes obvious when we compare
them with the corresponding synthetic constructions:

A

He looked at his watch. vs. He had a look at his watch.

He walked in the park. vs. He had a walk in the park.

He danced at a discotheque. vs. He had a dance at a discotheque.

B.

He had a bad dream. vs. *He dreamed badly.

He made a terrible mistake. vs. *He mistook terribly.

The comparison of the constructions shows that they ‘come in handy’ when we have to express the
completion of the process and when we wish to modify he process in ways other than the synthetic
form can be modified. In other words, the nominalized verb has more expressive possibilities than
the corresponding verb.

The struggle between the old and the new is a perpetual process. The old forms will not give in so
easily. Some of them, for instance, the old genitive seems to be strongly entrenched and even to be
regaining lost territories. According to Charles Barber (1964), the old genitive has come into
common use with nouns denoting inanimate entities. The scholar illustrates the statement by such



constructions as biography’s charm, the record’s imperfection, evil’s power, criticism’s standard,
human nature’s diversity, amendments to the game’s laws. The reason for this must lie in the
simplicity and brevity of such constructions as compared to the corresponding analytic ones. To
quote Barber, “This tendency for ‘s to replace of is a movement from the analytic to the synthetic: a
syntactic form is being replaced by an inflexion”.

The inflexions that remain in English (the third person singular present tense inflection of the verb,
the past tense inflection, the past participle inflexion, the -ing inflection, the plural and genitive
inflections of the noun, the nominative - accusative contrast in the personal pronouns (we/us; he/
him), to quote Barber, “show little sign of erosion”. The remaining synthetic forms, however,
cannot overshadow the general picture: English has come to rely more and more on function words
(prepositions, auxiliary verbs) and word-order in expressing meaning.

By way of summing up, let us recall the analytic and synthetic forms characteristic of present-day
English:

A. Analytic forms

A form is analytic if the grammatical meaning is realized by a grammatical word-morpheme, e.g.
John has done his work, where the grammatical meaning of the form has done is expressed by the
grammatical word-morpheme has. In a broad treatment of analytic constructions, the grammatical
meaning may be expressed by words which are not devoid of their lexical meaning, e.g. the man of
property or we work, where the grammatical meanings of subordination (or modification) and
person are realized lexically by the preposition of and the pronoun we, respectively.

To grammatical word-morphemes we can assign the following: have (John has done the work or
John had a dream), be (The work is being finished), do (He does not love her). The status of shall
and will is controversial: there is a view that shall and will have a lexical meaning. The status of
such constructions as more beautiful and most beautiful is controversial, too: it is not clear whether
more and most are adverbs, i.e. notional words, or grammatical word-morphemes.

B. Synthetic forms

Present-day English possesses four synthetic forms, i.e. forms which are an inseparable part of the
word. There are three types of such forms in English:

1) outer forms, or outer inflexions, i.e. book + s books; clever + er cleverer; clever + est cleverest;
walk + s walks; walk + ed walked; walk + ing walking.

2) inner forms, or inner inflections (sound alternation), e.g. mouse mice; manmen; write wrote
written; sing sang sung.

Sound alternations do not play a significant role in Modern English; their

role has been greatly reduced as compared to Old English (B. Ilyish, 1971: 25).

3) suppletive forms, e.g. good better best; bad worse worst; go went; | me, mine; we us, our.

In a broad treatment, suppletion — a morphological process in which one form wholly replaces
another — is of two types: full and partial. For example, went illustrates full suppletion (go vs. went)
while thought illustrates partial suppletion (think vs. thought)1 . Go and went, think and thought are
considered as two forms

of the same words because in the vast majority of verbs the past tense is derived

from the same stem as the present or infinitive. In Modern English suppletive forms constitute a
very insignificant element. Yet they present very widely used words.

It will be obvious that these synthetic forms are not productive in present-day English. This is
especially true of inner and suppletive forms. The low productivity

of the forms is compensated for by their universality: one and the same grammatical element is
often employed to build different grammatical forms:

-S:

a horse + shorses; a horse + ‘s a horse’s; he drink + s he drinks; a

drink + s drinks;

-ed:

John work + ed John worked; work + ed worked (past participle);

close + ed closed (past participle or adjective);

-ing:



John works John is working (present participle); John’s work is boring
(adjective); John’s working in the office will only ruin him (a gerund).
Questions for self-correction:
What way has English changed since Anglo-Saxon times?
How is present-day English generally described?
What is morpheme? Give examples in Modern English.
What are the basic units of modern language and speech?
What do we call analytical and synthetic forms of the word? Give some examples of
synthetic and analytical forms in Modern English and Ukrainian.
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LECTURE 8
Tema: Parts of the Speech
Merta: 3acBO€HHS €IEMEHTIB I'paMaTUYHOI Teopii, HEOOXITHUX MAJIs OBOJIOJIHHS MPAKTUYHOIO
BUMOBOIO; PO3IIMPEHHS TPaMaTUYHOIO KPYro30py CTYIEHTIB Ta (OpPMYyBaHHS €JIEeMEHTapHUX
npodeciiHuX HaBUUYOK.
MeTtoau:  AeAYKTUBHHM (MOSICHEHHS  3arajlbHUX  TOJIOKEHb 3  HACTYITHUM
JICMOHCTPYBaHHSIM MOJKJIMBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHHUX MPHUKJIAIaxX ); METO/
CTYIIHYACTOCTI (PO3KPUTTSA MPOOIECMATHKH TEMH, MEPEXOASIYH Bil OJHOIO CTYICHS
710 1HIIIOTO).
The Principles of Classification as Used by Prescriptive Grammarians
Prescriptive grammarians, who treated Latin as an ideal language, described English in terms of
Latin forms and Latin grammatical constraints. As already shown, a noun, for instance, was
presented in the form of the Latin noun paradigm (Rendal L. Whitman):
Nominative: the house
Genitive: of the house
Dative: to the house
Accusative: the house
Ablative: in, at, by, or from the house
Vocative: O house
Similar to Latin, words in English were divided into declinables (nouns, adjectives, pronouns,
verbs, participles) and indeclinables (adverbs, prepositions, conjunctions, interjections, articles).
The number of parts of speech varied from author to author: in early grammars nouns and adjectives
formed one part of speech; later they came to be treated as two different parts of speech. The same
applies to participles, which were either a separate part of speech or part of the verb. The article was
first classed with the adjective. Later it was given the status of a part of speech and toward the end
of the 19th century the article was integrated into the adjective. The underlying principle of
classification was form, which, as can be seen from their treatment of the English noun, was not
only morphologic but also syntactic, i.e. if it was form in Latin, it had to be form in English.
The Principles of Classification as Used by Non-Structural
Descriptive Grammarians
Non-structural descriptive grammarians adopted the system of parts of speech worked out by
prescriptivists and elaborated it further. Henry Sweet, similar to his predecessors, divided words
into declinable and indeclinable. To declinables he attributed noun-words (noun, noun-pronoun,
noun-numeral, infinitive, gerund), adjective-words (adjective, adjective-pronoun, adjectivenumeral,
participle), verb (finite verb), verbals (infinitive, gerund, participle) and to indeclinables (particles),
adverb, preposition, conjunction, interjection.
Henry Sweet speaks of three principles of classification: form, meaning, and function. However,
the results of his classification reveal a considerable divergence between theory and practice: the
division of the parts of speech into declinable and indeclinable is a division based on form. Only
within the class can we see the operation of the principle of function.
Otto Jespersen, another noted descriptivist, also speaks of three principles of classification: “In my
opinion everything should be kept in view, form, function and meaning...” (O Jespersen). On the



basis of the three criteria, the scholar distinguishes the following parts of speech: substantives,
adjectives, pronouns, verbs, and particles (adverbs, prepositions, conjunctions, interjections). Otto
Jespersen’s system is a further elaboration of Henry Sweet’s system. Unlike Henry Sweet, Otto
Jespersen separates nouns (which he calls substantives) from noun-words, a class of words
distinguished on the basis of function — a noun word is a word that can function as a noun; he also
distinguishes pronouns as a separate part of speech, thus isolating them from Henry Sweet’s noun-
words and adjective-words. Both scholars treat the verb alike: to Henry Sweet the verb includes
primarily finite forms: he doubts as to the inclusion of non-finites in the verb. Although the scholar
speaks of form, function and meaning, in practice he gives preference to form.

The Principles of Classification as Used by Structural

Descriptive Grammarians

The traditional classification of words into parts of speech was rejected by structural grammarians
who bitterly criticized it from two points. First, in their opinion, traditional grammar relies heavily
on the most subjective element in language, meaning. The other is that it uses different criteria of
classification: it distinguishes the noun, the verb and the interjection on the basis of meaning; the
adjective, the adverb, the pronoun, and the conjunction, on the basis of function, and the
preposition, partly on function and partly on form.

One of the noted representatives of American structuralism, Charles Fries (1956), rejected the
traditional principle of classification of words into parts of speech replacing it with the methods of
distributional analysis and substitution. Words that exhibit the same distribution (which is the set of
contexts, i.e. immediate linguistic environments, in which a word can appear) belong to the same
class. Roughly speaking, the distribution of a word is the position of a word in the sentence. To
classify the words of English, Charles Fries used three sentences called substitution frames. He
thought that the positions, or the slots, in the sentences were sufficient for the purpose of the
classification of all the words of the English language.

Frame A

The concert was good.

Frame B

The clerk remembered the tax.

Frame C

The team went there.

The position discussed first is that of the word concert. Words that can substitute for concert (e.g.
food, coffee, taste, etc.) are Class 1 words. The same holds good for words that can substitute for
clerk, tax and team — these are typical positions of Class 1 words. The next important position is
that of was, remembered and went; words that can substitute for them are called Class 2 words. The
next position is that of good. Words that can substitute for good are Class 3 words. The last position
is that of there; words that can fill this position are called Class 4 words. According to the scholar,
these four parts of speech contain about 67 per cent of the total instances of the vocabulary. He also
distinguishes 15 groups of function words set up by the same process of substitution but on
different patterns. These function words (numbering 154 in all) make up a third of the recorded
material. Charles Fries does not use the traditional terminology. To understand his function words
better, we shall use, where possible, their traditional names:

Group A words (determiners); Group B (modal verbs); Group C (the negative particle “not”);
Group D (adverbs of degree); Group E (coordinating conjunctions); Group F (prepositions); Group
G (the auxiliary verb “to”) Group H (the introductory “there”); Group I (interrogative pronouns and
adverbs); Group J (subordinating conjunctions); Group K (interjections); Group L (the words “yes”
and “no”); Group M (the so-called attention-giving signals: look, say, listen); Group N (the word
“please”); Group O (the forms “let us”, “lets” in request sentences).

In classifying words into word-classes Charles Fries in fact used the principle of function, or
combinability (the position of a word in the sentence is the syntactic function of word). Being a
structuralist, he would not speak of function: function is meaning while position is not.

His classification is not beyond criticism. First, not all relevant positions were tested. Class 3 words
are said to be used in the position of good (Frame A). But the most typical position of these words



is before Class | words. If this position had been used by the scholar, such words as woolen,
wooden, golden, etc. (i.e. relative adjectives) would have found their place in the classification. But
if he had done it, the classification would have collapsed, for their position can be filled by other
word-classes: nouns, numerals, pronouns. Second, his functional classes are very much ‘splintered’,
i.e. broken into small groups. This is good for practice but bad for theory, for theoretical grammar is
more interested in uniting linguistic facts than in separating them. Third, being deprived of
meaning, his word-classes are “faceless”, i.e. they have no character. No wonder, other
structuralists deemed it necessary to return to traditional terminology and to use the criterion of
form and, additionally, position. Such a linguist is Nelson Francis (1958). According to the scholar,
“we must make our classification on the basis of form, not meaning”. By this he means the five
signals of structural meaning: word order, prosody, function words, inflections, and derivational
contrasts. The same line of approach can be observed in J.Sledd’s (1959) and H. A. Gleason’s
(1965) works. J. Sledd distinguishes inflexional (noun, pronoun, verb, adjective, adverb) and
positional word-classes (nominals, verbals, adjectivals, adverbials, determiners, prepositions,
conjunctions, relatives, interrogatives, intensive-reflexives, auxiliaries, adverbials of degree). H. A.
Gleason speaks of paradigmatic classes, i.e. words having formal features (noun, pronoun, verb,
adjective) and syntactic classes (i.e. words occurring in the same or comparable environments). Not
only do inflectional and paradigmatic classes coincide in the two works; positional and syntactic
classes coincide, too (nominals, verbals, adjectivals, adverbials, determiners, prepositions,
conjunctions, relatives, interrogatives, intensive reflexives, auxiliaries, and adverbials of degree).
By the terms nominal, verbal, adjectival and adverbial the linguists mean word-classes which lack a
paradigm.

A paradigm is the forms of a given word-class arranged systematically according to their
grammatical features, but which are capable of being used in the same linguistic environment as the
corresponding paradigmatic classes. For instance, the word beautiful is an adjective but at the same
time it can be used as a noun; it is not a true noun, it is a nounal only, or the word stone is a noun,
but it can be used as an adjective and is then an adjectival. Consider:

Mary is beautiful. vs. Mary is interested in the beautiful.

The wall was made of stone. vs. The stone wall was high.

The Classification of Words in Post-Structural Traditional

Grammar

Transformational generative grammarians did not concern themselves with classification problems
at all: they focused on the generation of potential sentences. The TG theorists rejected the
structuralists’ purely empirical approach to language which manifested itself by the rejection of
description and the “primary linguistic data” (i.e. a corpus of actually occurring structures) as the
starting point. By the advent of TG structural linguistics had already exhausted itself, and linguists
gradually returned to the problems of synthesis, i.e. to the account of how speakers produce
sentences (competence). In a way, TG theorists contributed to the rehabilitation of traditional
linguistics by arguing that TG owes more to traditional grammar than to structural grammar, which
was of course an exaggeration whose aim was to emphasize the fact that TG had its origins in
traditional and universal grammar. However, traditional grammarians’ work was greatly
overshadowed by the work being done by transformational-generative grammarians. This is
particularly true of linguists living in the USA and other English-speaking countries. It was only in
Europe that traditional linguists calmly continued to examine their problems.

In post-structural linguistics parts of speech are discriminated on the basis of three criteria:
semantic, formal and functional. The lexemes of a part of speech are united by their meaning. This
meaning is a category forming one. Therefore, it is referred to as categorical meaning. Lexemes that
have the meaning of substance or thingness are nouns, those having the meaning of property are
adjectives; those having the meaning of process are verbs; those having the meaning of
circumstantial property are adverbs. As categorical meaning is derived from lexemes, it is often
called lexicogrammatical meaning. In the surface, lexico-grammatical meaning finds outward
expression. For instance, the meaning of substance, or thingness, is realized by the following lexico-
grammatical morphemes:-er,-ist,-ness,-ship,ment. It is also realized by specific grammatical forms



constituting the grammatical categories of number and case. These outward features are a formal
criterion of classification. The functional criterion concerns the syntactic role of a word in the
sentence.

In accordance with the said criteria, we can classify the words of the English language into notional
and functional. To the notional parts of speech belong the noun, the adjective, the numerall, the
verb, and the adverb. To the functional parts of speech belong the article, the pronoun, the
preposition, the conjunction, the particle, the modal words, and the interjection. The notional parts
of speech present open classes while the functional parts of speech present closed classes, i.e. the
number of items constituting the notional word-classes is not limited while the number of items
constituting the functional word-classes is limited and can be given by the list. The contrast notional
word-classes vs. functional word-classes do not suggest that functional word-classes are devoid of
content. As suggested by B.Khaimovich and B.Rogovskaya, function words can be called semi-
notional. This distinction is to some extent reflected in the phenomenon of substitution: notional
words usually have substitutes, e.g.:

| saw a cat in the street. It was shivering with cold.

He gave me an interesting book. vs. He gave me this book.

John has ten friends. vs. John has many friends.

He speaks English better than you do.

She lay down. Her eyes closed. It was thus (i.e. in this manner) that Robert

saw her.

The lexical meaning of functional words is usually so week and general that these words can hardly
be replaced by substitutes, words whose meaning is even more general. Function words have other
roles in the language: their duty is to ‘service’ the notional words by restricting the reference of a
notional word (the article), by substituting for them (the pronoun), by expressing a relation between
notional words or predications (the preposition and the conjunction), by intensifying the meaning of
a notional word (the particle). As for the modal words and interjections, they function as restricters
of predications: modal words help to remove the directness of a statement or express the presence or
absence of an obligation and interjections serve to colour our statement emotionally. Consider a few
examples:

A

The dog is man’s best friend (the dog refers to the whole class).

| need a dog (a dog refers to an unspecified member of the class).

| saw a dog running across the street (a dog refers to a specific, i.e. concrete member of the class).
The dog came to our house again (the dog refers to a particular member of the class: you know what
dog I’'m talking about).

B

He was a member of a famous golf club.

| came here 1972 and | have lived here ever since.

C

Even Anthony enjoyed it.

The video is to be used for teaching purposes only.

D

There are perhaps fifty women here.

If nothing is done, there will certainly be an economic crisis.

E

“He refused to marry her the next day!” “Oh!” said Scarlett, her hopes

dashed (M. Mitchell).

Oh dear, I'm late.

It will be obvious that the system of English parts of speech as presented here is not the only one
possible. All depends on which feature we want to base our classification. So, for instance, if the
classifying criterion is the variability of a form, we shall have to unite prepositions, conjunctions,
interjections and particles into one class (cf. H. Sweet’s and O. Jespersen’s classifications). If we
classify words in accordance with the criterion of meaning, we shall distinguish only four word-



classes: nouns, adjectives, verbs and adverbs. Besides, linguists do not agree on the number of

features needed to distinguish a part of speech. So, for instance, besides the traditional parts of

speech, some linguists distinguish the stative (I. Vinocurova, 1954; B.llyish,1971; B. Khaimovich

and B.Rogovskaya,1967) and response words (B. Khaimovich and B. Rogovskaya).

Of all the parts of speech, the noun and the verb are the most important: they form the nucleus of

the sentence, i.e. a subject-predicate structure. However, of the two parts of speech, the central role

in the sentence is played by the verb: it is ‘responsible’ for both its meaning and structure. Consider

the verb break. The verb expresses a ‘doing” situation. This type of situation typically includes the

following obligatory participants: Agent, Affected (Patient): Peter (Agent) broke (Process) the

window (Affected). Thus the meaning of this sentence is the situation as represented by the Agent

Peter, the Process broke and the Affected the window. Syntactically, the Agent here is the Subject,

the Process the Predicate and the Affected the Objective Complement. It should be stressed,

however, that the number of constituents in the semantic structure and the syntactic structure may

not coincide: the context and the paradigmatic properties of a linguistic unit may render the use of a

constituent redundant.

Cf. Who broke the window? Peter vs. (You) get out of here!

The verb does not only shape the semantic and syntactic structures but also expresses grammatical

information, without which the sentence would only have a propositional structure.

Cf. Peter broke the window (sentence) -Peter + break + the window (proposition).

The grammatical information which turns a proposition into a sentence is: person, number, tense,

aspect, voice, mood, order. We should not underestimate the role of the noun: in the semantic

(propositional) structure the noun performs the role of a participant; in the syntactic structure the

noun is a constituent. In other words, in both types of structure the noun serves as a building-block.

Although it is the verb that is responsible for the form of the sentence, the noun makes its own

contribution: it determines the person and the number of the verb: The student is in the lecture-room

vs. The students are in the lecture room.

The remaining notional parts of speech — the adjective, the numeral and the adverb —are satellites of

the noun (adjective, numeral) and the verb (adverb): they serve as their restricters, or concretisers.

As for the functional parts of speech, some serve as satellites of the noun (article, pronoun,

preposition), others serve as satellites of the verb (modal words, interjections). Some functional

parts of speech — the conjunction, the particle — serve two masters — the noun and the verb.
Questions for self-correction:

How did prescriptive grammarians describe English?

What way did prescriptive grammarians devide words in English?

What are Henry Sweet's principles of classification of words into parts of speech?

What was the traditional classification of words into parts of speech?

What is paradigm? Give examples in Modern English.

What were the main criterions of classification of words into parts of speech in different

grammatical approaches?
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Lecture 9
Tema: The Noun. Grammatical categories.

Meta: 3acBO€HHS €JIEMCHTIB T'paMaTHIHOI Teopii, HEOOXITHUX JUISI OBOJIOAIHHS
MPaKTHYHOK BHMOBOIO; PO3IIMPCHHS TI'PaMaTHYHOTO KPYro3opy CTYACHTIB Ta
dbopMyBaHHS eTeMEHTAPHUX MPOPECIHHUX HABUYOK.

MeToau:  ACAYKTUBHMH (TIOSICHEHHS  3araJlbHUX  IIOJIOKEHb 3  HACTYITHUM
JEMOHCTPYBaHHSAM MOJKJIMBOCTI X 3aCTOCYBaHHS Ha KOHKPETHUX MPHUKIIAIaX ); METO/
CTYIMHYACTOCTI (PO3KPHUTTSA MPOOJIEMATHKHA TEMHM, TIEPEXOASUYH BiJl OJHOTO CTYIICHS

710 THIIIOTO).
The noun is one of the most important parts of speech: its arrangement with the verb helps to
express a predication, the core of the sentence. As already indicated, the categorical meaning of the



noun is ‘substance’ or ‘thingness’. As a part of speech, the noun is characterized by a set of formal
features, or markers.

a) word-building affixes such as -ment, -tion, -sion, -age, -al, -ance/-ence, (e) ry, -ure, etc. E.g.
engagement, destruction, marriage, arrival, allowance, persistence, bribery, enclosure;

b) the categories of number, case, gender, and determination (restriction).

It is also characterized by the syntactic functions it performs in the sentence. Nouns may function
not only in the core of the sentence, i.e. as Subject, but also outside the core of the sentence - as
Objective and subjective Complements and Adjuncts. Consider:

The old woman is resting (Subject).

Please give that man some money (Objective Complement).

Washington was the first President of the United States (Subjective Non circumstantial
Complement).

Mary lives in London (Subjective Circumstantial Complement).

Mary is working in London (Circumstantial Adjunct).

The use of nouns as adjuncts of nouns is peculiar to English; most such adjuncts are singular in
form, but some may be plural, e.g. student activities (not students activities), women doctors. Many
such structures are merely set phrases that have been established by usage. New adjunct structures
are constantly being created because of the increasing need for the names for new entities. Such
structures are very common in technical, academic, and newspaper writing (Marcella Frank). As
pointed out by M. Blokh, the status of the structures has presented a big problem for many scholars:
are they compounds or free word-combinations? This is a problem of English, a language in which
compounds may not differ formally from free word-combinations. Cf. bathroom (a compound) vs.
garbage dump (a compound or a free word-combination). If the structure cannot be transformed into
the corresponding prepositional structure, it is a compound, e.g. bathroom -a room for a bath. But:
a stone wall - a wall of stone (a free word combination). Another test is the addition of a modifier:
as the most essential feature of the compound is its indivisibility, the added modifier restricts the
structure as a whole not one or the other part. E.g. a big department store, not a big department
store. In speech, compounds and free word-combinations are distinguished by stress: compounds
have even stress while free word-combinations have uneven stress (O. Jespersen, E. Kruisinga,),
e.g. a department store vs. a stone wall.

The Semantic Classification of Nouns

We can distinguish two grammatically relevant classes of nouns: countable (discrete) and
uncountable, or mass (indiscrete). Countables are subdivided into proper and common nouns. A
proper noun is the name of a particular member of a class or of a set of particular members. Cf.
Smith and the Smiths. The function of a proper noun, or name, is similar to the definite article —
both are particularizers: Smith means the man Smith/the Smith man. However, there is a difference
between the man Smith / the Smith man and the man: it concerns the mode of naming. In the first
case, man is particularized through the use of another name (i.e. Smith) while in the second case
man is particularized through the use of a grammatical wordmorpheme, i.e. the definite article. The
addition of a proper (i.e.

particularizing) name renders the common name (i.e. man) semantically redundant and it is dropped
in the surface structure. Another difference concerns the way the two modes of naming solve the
problem of the uniqueness of reference: proper names are not always ‘proper’, i.e. they may refer to
more than one individual.

Consider:

A. There’s an Alice on the phone.

B. Is that the Alice you told me about?

A. There’s a Broadway in almost every city.

B. The Broadway I’'m referring to is in New York City.

This suggests that proper names may function as common names. To put it otherwise, proper
names, when they have no unique reference, behave like common names. Such ‘proper’ nouns need
particularizing by the definite article, i.e. by a grammatical element that marks the entity denoted by



the noun as unique. Proper names ‘proper’ have unique reference and do not need to be
particularized by the definite article. The use of the definite article with such nouns can only be
accounted for by the fact that as proper names they are still in the making. Consider: London vs. the
Thames / the river Thames but not yet *Thames. The knowledge of the said peculiarities of proper
nouns is directly related to grammar, viz. to the category of determination and to the category of
number. The relation of proper nouns to the category of case is not so clear: proper nouns denoting
animate entities are used in the genitive while proper nouns denoting inanimate entities may or may
not be used so. A common noun is a common name, i.e. it is the name common to the class as a
whole. Similar to proper nouns, common nouns form two

grammatically relevant groups: animate and inanimate. Animate common nouns are further
subdivided into person and non-person nouns. This subdivision of nouns constitutes the basis for
the category of gender in English: person nouns can be either masculine or feminine, while non-
person nouns are neuter. Both types of countables — proper and common — serve as a basis for the
category of number. The category of case is based on animate nouns.

Uncountable nouns, in contrast to countable nouns, do not denote individuals; they either denote
substance as such (material nouns) or concepts, or ideas, which exist in our minds only (abstract
nouns). Uncountables, naturally, cannot form the opposition of singular vs. plural within their class:
they are singulars only. The other member of the opposition does not exist, or, to put it otherwise, is
neutralized. Being singulars only (e.g. Beauty is rare), they do not behave in the same way as
countables used in the singular: they do not take a numeral or the indefinite article, e.g. one butter, a
butter, one justice, a justice. They also take different quantifiers (i.e. a word which gives an
indefinite indication of quantity, distinguished as such from a numeral, which gives a precise
indication of quantity). Cf. few children vs. little money; fewer children vs. less money.
Uncountables are not primary nouns: they are, as a rule, derived from countable nouns or from other
parts of speech — mostly from verbs and adjectives.

She likes lemon in her tea. vs. Here’s a lemon.

[ taste onion in the salad. vs. There’s a large onion in the salad.

Do you like roast? vs. I'll buy a roast for dinner.

Would you like pie or cake? vs. She made a pie and a cake today.

This table is made of oak. vs. An oak is growing in the field.

However, some such nouns cannot be related to corresponding countables:

Would you like tea?

| smell gas.

Would you like cream in your coffee?

Such nouns as tea, coffee, cream, whiskey, juice, etc. are primaries, i.e. underived. But they can
function as countables:

Would you like a green tea or a black tea?

Would you rather have a Chinese tea?

Our Chinese teas are especially good.

This is a rich heavy tea.

Isitagasoraliquid ?

When used so, they denote a kind, type, or variety of the substance. These nouns can be turned into
countables by using a container word:

He ordered a cup of tea / a glass of milk, whiskey, beer, juice, etc.

The container word may be dropped and we have a tea, a milk, a whiskey, a beer, a juice. However,
such nouns are not countables proper since they function as units only: a tea means a cup of tea, i.e.
tea remains uncountable despite the form. Cf. a tea/two teas vs. *He drinks many teas instead of He
drinks a lot of tea.

As already mentioned, the other type of uncountable is nouns derived from verbs and adjectives:
She married him. Her marriage to him.

John loves money. John'’s love of money.

She is kind. Her kindness.

Rose was mad.Rose’s madness.



Similar to material uncountables, abstract uncountables can be turned into either partially
countables (e.g. He is sinking into a madness) or full countables (e.g. She moved with languor Her
movements). To sum up, we can distinguish the following grammatically relevant semantic classes
of nouns:

Countables vs. Uncoutables

v
Proper nouns Derived uncountables
Common nouns  Underived uncountables
\Y;

Animate nouns

Inanimate nouns

Y,

person and non-person nouns

Lecture 10
Tema: The Grammatical Category of Number
Meta: 3acBO€HHS €JIEMEHTIB TIpaMaTU4YHOI Teopii, HEOOXIMHUX [JIsi OBOJIOJIHHS
MPAKTUYHOK BHUMOBOK); PO3IIMPEHHS TPaMaTUYHOTO KPYro3opy CTYACHTIB Ta
dbopmyBaHHS eTleMEHTapHUX MPO(ECIHHNX HABUYOK.
Metoau:  AeAyKTUBHMM (NTOSICHEHHS ~ 3arajbHUX  MOJOXEHb 3  HACTYIHUM
JICMOHCTPYBaHHSIM MOJKJIMBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHHUX MPHUKJIAIaxX ); METO/
CTYIIHYACTOCTI (PO3KPUTTSA MPOOIECMATHKH TEMH, MEPEXOASIYH Bil OJHOIO CTYICHS
710 1HIIOTO).
The Grammatical Category of Number
A grammatical category is linguistic meaning expressed by the opposition of mutually exclusive
forms. The mutually exclusive, or opposed, forms must possess two types of features: common and
distinctive. Consider, for example, the nouns a book and books. Both forms denote discrete, or
individualized, entities: a book means ‘one book’ while books mean ‘one book + one book + one
book...” What feature differentiates them? Number: a book refers to one individual book, while
books refers to more than one — ‘oneness vs. non-oneness’. The category of number is, then, the
opposition of the plural of the noun to the singular form of the noun. The plural form is the marked
member of the opposition while the singular form is the unmarked member. The marked member of
an opposition must have a marker in the surface structure. The markers of plurality are the
inflection -(e)s [-z, -s, -iz]: dog - dogs, clock — clocks, box — boxes. The singular form has no
material marker, it has a ‘zero’ inflection. The other, non-productive ways of marking plurality are:
1) internal vowel change in several relict forms (man — men, woman — women, foot — feet, mouse —
mice,
2) the use of the archaic inflection -(e)n (ox - oxen, child — children, cow — kine, brother —
brethren).
Some words borrowed from Latin and Greek preserve their classical plural forms (formula —
formulae, phenomenon — phenomena, crisis — crises, criterion — criteria, etc.). There is an increasing
tendency for regular —s plurals to alternate with classical plurals, e.g. memorandum — memoranda /
memorandums; vertebra — vertebrae / vertebras; vortex — vortices/vortexes; criterion — criteria /
criterions; bureau — bureaux / bureaus; cactus — cacti / cactuses; index — indices / indexes; formula -
formulae /formulas, antenna - antennae / antennas, etc. The tendency to use the classical plural form
is still strong in the language of science. The English form is preferred in fiction and spoken
English. In some cases the plural form of the noun is homonymous (i.e. identical in form) with the
singular form (sheep — sheep; deer — deer; swine - swine; trout — trout; code — code; pike — pike;
salmon — salmon; haddock — haddock; mackerel — mackerel; carp — carp; perch - perch; grouse —
grouse; wildfowl - wildfowl; species — species; series — series; craft — craft; aircraft - aircraft).
The category of number is based on countable nouns, i.e. nouns having numeric (discrete)
structure. Uncountable nouns have no category of number, for they have quantitative (indiscrete)



structure. Two classes of uncoutables can be distinguished: singularia tantum (only singular) and
pluralia tantum (only plural). M. Blokh does not exclude the singularia tantum subclass from the
category of number. He calls such forms absolute singular forms comparable to the ‘common’
singular of countable nouns.

The absolute singular is characteristic of the names of abstract notions (love, courage, beauty,
cruelty, etc.), the names of the branches of professional activity (philology, linguistics,
mathematics, pragmatics), the names of materials (steel, iron, water, gas), the names of collective
inanimate objects (foliage, fruit, furniture), the names of some diseases (measles, mumps).

As already indicated, some uncountables can be used in both singular and plural. To use M. Blokh’s
terminology, “in the form of the common singular with the common plural counterpart”. When used
so, they mean either different sorts of materials or a separate aspect, or a manifestation of the
properties denoted by the uncountable noun. Consider:

She shouted with joy. vs. It was a joy to see her again. Who can resist the joysof spring?

Georgian tea is of high quality. vs. This is a Georgian tea. | am fond of Georgian tea.Our Georgian
teas are especially good.

We can actualize, or restrict, uncountable nouns by combining them with words that express
discreteness: a bit, a piece, an item, a sort of, etc.

He took some paper and a few bits of wood and soon made a fire.

Are there any interesting items of news in the paper this morning?

They served a sort of coffee.

She offered me another beer (i.e. another serving of beer).

There were five different sorts of wine.

It will be noted that the absolute singular can also be used with countable nouns, i.e. countables can
be turned into uncountables:

The refugees needed shelter. The baby does not like apple.

Man is mortal. We had chicken for lunch.

As for the absolute plural, it is characteristic of uncountable nouns which denote objects consisting
of two halves (trousers, jeans, scissors, tongs, spectacles, etc.), nouns expressing some sort of
collective meaning (outskirts, clothes, earnings, contents, police, cattle, poultry, etc.). Similar to
absolute singulars, they can be actualized (individuated) by using words showing discreteness.

He bought a pair (two pairs) of trousers.

Several cases of measles were reported.

Special mention should be made of absolute, non-distributive plurals expressed by the so-called
collective nouns. Consider:

This family is friendly. vs. This family are early risers.

The common, or correlative, plural of the same noun can be illustrated by the following:

Almost every family in the village has a man in the army. vs. There are twenty

families in the village.

The absolute singular and the absolute plural exhibit a linguistic process called oppositional
reduction: the absolute singular means that its plural counterpart has been neutralized, and the
absolute plural means that its singular counterpart has been neutralized.

Languages may differ with respect to the count/non-count distinction: what is countable in one
language may be uncountable in another. In English, for instance, the basic noun for dust, sand,
wheat and grass is a non-count noun denoting the substance, just like water. Cf. *one dust, *one
sand, *one wheat and *one grass. In Lithuanian, however, these entities can be individuated:
dulkele/dulkyte, smiltele, kvietys, zolele/ zolyte/zole. If we want to talk about individual particles,
we have to use appropriate words expressing discreteness: a particle of dust, a grain of sand, an ear
of wheat, a blade of grass. According to John Payne and Rodney Huddleston, “if the particles are
very small and non-significant, then the conceptualization is likely to focus on the substance”.
Larger entities such as peas, strawberries, potatoes are individuated and lexicalised as countable
nouns: one pea, one strawberry, one potato — peas, strawberries, potatoes. In Ukrainian, however,
these entities are generally conceptualized as non-countable nouns: ropox ‘a quantity of peas’,
noJyHuIls ‘a quantity of strawberries’, kapromsa ‘a quantity of potatoes’. Similar differences in



lexicalisation can be found with concrete nouns denoting aggregates, and with abstract nouns. Cf.
furniture — baldas, baldai; information — informacija, viena informacija vs. me0ai but ogHa
iHpOopMais.

The Grammatical Category of Case

In present-day linguistics case is used in two senses: 1) semantic, or logic, and 2) syntactic. The
semantic case concept was developed by C. J. Fillmore in the late 1960s. According to this theory,
case is the semantic relation of the noun to the verb. E.g. In | opened the door with the key the cases
of I, the door and with the key are respectively Agent, Affected / Patient, and Instrumental.
Semantic cases may correspond to varying forms in the syntactic structure of the sentence. In
English, they are marked by the order of words and the use of the preposition with, but in
Lithuanian they would be marked by case endings: the Nominative, the Accusative and the
Instrumental. The syntactic case concept dates back to the grammars of Ancient Greece and Ancient
Rome. It is a case whose main role is to indicate a relationship between constituents. To put it
otherwise, its role is to indicate a construction in syntax. Thus genitive is a case which marks one
noun as dependent on another, e.g. John’s car.

The conception of case as a marker of a syntactic relation or a construction can be found in
prescriptive, non-structural descriptive and structural descriptive grammars. Prescriptivists spoke of
the nominative, the dative, the genitive, the accusative, and the ablative. H. Sweet’s views (1925)
rest on the syntactic conception of case: case to him is a syntactic relation that can be realized
syntactically or morphologically. He speaks of inflected and noninflected cases (the genitive vs. the
common case). Non-inflected cases, according to the scholar, are equivalent to the nominative,
vocative, accusative, and dative of inflected languages. O. Jespersen (1933) speaks of the genitive
and the common case. But G. O. Curme (1935), who adheres to the syntactic conception of case,
distinguishes four cases: nominative, accusative, dative, and genitive. G. Curme thinks that some
prepositions have developed into inflectional particles, e.g. the sun of the man. Some grammarians
(R. W. Pence (1947), H. Whitehall (1965), H. Shaw (1952) give three cases in English nominative,
genitive (possessive) and accusative (objective). This three-case system, based on the analogy of the
form of pronouns, remained extremely popular in the grammars of the 20th century, including some
structural grammars (H. Whitehall). H. Whitehall, however, does not reflect the general situation in
the school of structural grammar: structuralists at large recognize the existence of two cases - the
genitive and the common.

Transformational - generative grammarians, who were interested in the generation of potential
sentences, did not examine the problem of case in English: they accepted the two-case system
without question. Those who adhered to the Harris model treated the genitive noun as a result of the
nominalizing process (e.g. John arrivedJohn’s arrival; John has a hat - John’s hat); those who
adhered to the Chomskyan model treated genitive nouns as primaries, i.e. underived. Only genitive
nouns used in construction with the gerund were derived from corresponding deep structures, e.g.
John writes John’s writing. The reason for this lies in the very conception of the model:
transformations applied to the deep structure cannot change its meaning, or, to put it otherwise, only
structures that preserve the same meaning are treated as transforms of the deep structure: verbal
nouns and the corresponding verbs differ in meaning, while gerunds and the corresponding verbs do
not.

Some linguists deny the existence of the category of case in the English noun (G. Vorontsova, B.
Ilyish). G. Vorontsova treats the inflection ‘s as a postposition, i.e. a kind of preposition. B.Ilyish
thinks that ‘s has developed into a particle denoting possession. Other linguists, G.Curme, for
instance, treats the prepositions of and to as “inflexional prepositions”. To quote B.Ilyish “... once
we admit prepositions, or word order, or indeed any nonmorphological means of expressing case,
the number of cases is bound to grow indefinitely. Thus, if we admit that of the pen is a genitive
case, and to the pen a dative case, there would seem no reason to deny that with the pen is an
instrumental case, in the pen a locational case, etc., etc.” M. Blokh recognizes a two-case system in
English, but thinks that the element ‘s is no longer a typical inflexion; it has turned into a particle.
To sum up, we can distinguish the following case-theories in Anglistics: 1) the theory of positional
cases, which identifies the syntactic position, or function, with case; 2) the theory of prepositional



cases, which treats prepositional constructions as analytic cases; 3) the theory of limited cases,
which recognizes a two-case system in English; 4) the theory of ‘null’ case, which argues that
English has completely lost the category of case.

English does possess the category of case, which is represented by the opposition of the two forms -
the genitive vs. the nongenitive, or the common. The marked member of the opposition is the
genitive and the unmarked the common: both members express a relation - the genitive expresses a
specific relation (the relation of possession in the wide meaning of the word) while the common
case expresses a wide range of relations including the relation of possession, e.g. Kennedy’s house
vs. the Kennedy house. While recognizing the existence of the genitive case, we wish to say that the
English genitive is not a classical case. Its peculiarities are:

1) the inflection -°s is but loosely connected with the noun (e.g. the Queen of

England’s daughter; the man I met yesterday’s son);

2) genitive constructions are paralleled by corresponding prepositional constructions (e.g.
Shakespeare’s works vs. the works of Shakespeare);

3) the use of the genitive is mainly limited to nouns denoting living beings;

4) the inflection -‘s is used both in the singular and in the plural (e.g. a boy’s bicycle vs. the boys’
bicycles), which is not typical of case inflexions.

The said peculiarities are often presented as facts demonstrating that English has already lost the
morphological case. However, these are only specific facts, i.e. they do not reflect the general
situation. According to the data obtained by B. Khaimovich and B. Rogovskaya, the -‘s morpheme
is mostly attached to individual nouns, not noun groups, to 96 per cent of the collected examples.
Second, the possibilities of the replacement of a genitive-noun construction with the corresponding
prepositional construction can only be treated as stylistic differentiation the standard construction is
the one with the genitive and its stylistic variant is the prepositional construction: the genitive noun
is grammatically more

integrated in the head-noun than its counterpart in the prepositional construction. As a result, the
construction the work of Shakespeare makes it possible to give greater prominence to the adjunct
Shakespeare. As to the semantic limitation, English does not seem to observe it very strictly: we can
come across such constructions as the biography’s charm, the record’s imperfection, human
nature’s diversity, etc. Only the fourth peculiarity deserves more serious attention: in inflected
languages, such as Lithuanian, we find different case inflexions in the singular and in the plural, e.g.
berniuko dviratis vs. berniuku dviraciai. This would suggest that the English inflection ‘s is not a
typical case inflection. However, we should not use in flected languages as a standard: ‘separable’
inflections are also known in other languages — Moldavian, for instance.

The genitive in English expresses a wide range of meanings. Two large groups of genitive
constructions can be distinguished: non-descriptive genitive constructions and descriptive genitive
constructions. The noun can be used in two functions: it can refer to a specific (i.e. concrete,
occurring in a real situation) entity or to a nonspecific (i.e. abstract, occurring in a generalized
situation) entity:

The children’s room vs. Children’s room.

The construction the children’s room is ambiguous, for it may be interpreted in two ways: the noun
children may refer either to specific or non-specific children. The ambiguity can be demonstrated
by the IC method:

The / children’s room (descriptive genitive, cf. Russ. demckas komHama) vs.

The children’s / room (non-descriptive genitive, cf. Russ. komnama oemeti).

The descriptive genitive construction is similar in meaning to the corresponding common-case
construction. Cf. a cow’s house vs. a cow house. The difference concerns the stylistic aspects of the
two constructions: the genitive noun expresses a complex of images, the very substance of the thing
while the common noun, functioning as an adjective, performs a labeling function. Cf. Lith. Vaiku
batai vs. Vaikiski batai. It should be noted that not all non-descriptive genitive constructions can be
paralleled by the corresponding descriptive ones: Consider: the people’s houses. Structurally, the
genitive construction consists of two parts: Adjunct +



Head-noun. In other words, it is a structure of modification: the genitive noun serves as a modifier
of the other noun. Between the Adjunct and the Head-noun there obtain the following semantic
relations, the actual content of which being determined by the semantic properties of the sentence
the construction derives from:
1) Possessor + Possessed, e.g. Jane’s doll; Peter’s hand; John’s sister.
The three constructions illustrate two types of possession: alienable
(Jane’s doll) and inalienable (Peter’s hands; John’s sister;)
2) Carrier + Attribute, e.g. Mary’s vanity,
3) Agent + Process, e.g. the President’s arrival;
4) Patient +Process, e.g. John’s trial;
5) Agent + Effected (Result), e.g. Smith’s novel;
6) Circumstantial attribuze + Carrier, e.g. an hour’s delay;
7) Circumstance + Effected, e.g. yesterday’s newspapers.

All these constructions derive from the corresponding semantic sentence types. Construction (1),
traditionally called the genitive of possession, is derived from a relative sentence of possession:
Jane has a doll Jane’s doll; construction (2), the genitive of quality is also derived from a relative
sentence: Mary is vain Mary’s vanity; construction (3), the subjective genitive is derived from a
‘doing’ sentence: the President has arrived the President’s arrival; construction (4) derives from a
‘doing’ sentence, too, but it may be also related to a ‘happening’ sentence: They tried John - John’s
trial; The King died - The Kings death; construction (5), the genitive of authorship is derived from a
‘doing’ sentence: Smith wrote a novel - Smith’s novel; construction (6), the adverbial genitive is
derived from a relative sentence: The delay lasted an hour - an hour’s delay; and construction (7),
the adverbial genitive is derivationally related to a ‘doing’ sentence: They published the newspapers
yesterday - yesterday’s newspapers.

The Category of Gender

Gender in inflected languages is a grammatical category dividing nouns into classes for
grammatical purposes, viz. for declension, agreement, pronoun reference. In Old English nouns
were divided into masculine, feminine, and neuter: stan (stone), duru (door) and reced (house).
Formal, or grammatical, gender disappeared with the loss of inflections. The category of gender in
modern English is inherently semantic, i.e. it divides nouns into masculine (nouns denoting person
males), feminine (nouns denoting person females), and neuter (nouns denoting non-persons). Of the
said functions of gender, only the last function - pronominal concord - has been preserved in
modern English: the category of gender is expressed now mostly by “the obligatory correlation with
the personal pronouns of third person” and it is based on the opposition of person nouns vs. non-
person nouns.

Persons are either masculine or feminine while non-person nouns are neuter. Speaking of person
nouns, the strong (marked) member of the opposition is the feminine member; the weak (unmarked)
member of the opposition is the masculine member. The common meaning, or the common
semantic feature, is the meaning of person, the distinctive meaning is that of sex: masculine nouns
are characterized negatively as non-female persons while feminine nouns as female persons. As
already indicated, the term unmarked suggests greater generality: when we do not know the sex or
when we are indifferent to it, we generally use the masculine gender, e.g. If anybody calls, tell him
I’'m out.

In the cited example, the pronoun him is not a marker of masculine gender: anybody signifies both
masculine and feminine gender at the same time. In this respect it is similar to the pronoun they:
Jane and Peter They came. This usage of the pronouns he and they demonstrates the linguistic
process of gender neutralization, and the said pronouns can be called gender neutralizers.

The sentence If anybody calls, tell him I’m out is representative of formal English. In informal
English, him will be generally replaced either by they or by the he or she construction:

If anybody calls, tell them I'm out.

If anybody calls, tell him or her I ‘m out.



He has traditionally been regarded as characteristic of relatively formal style. To quote John Payne
and Rodney Huddleston “The issue of the choice between he and they has concerned writers on
usage for some 200 years, but since this use of he represents one of the most obvious and central
cases of sexism in language, the matter has received much more widespread attention since the
early 1980s in the context of social changes in the status of women...The strong and persuasive
criticisms that have been made of sexneutral he by supporters of the feminist movement have led to
a marked reduction in its use”. To avoid the sexist bias of he, the speakers or writers of English use
the disjunctive coordinative construction he or she, which is more common in relatively formal
style, but can also be found in informal conversation. It is regarded as somewhat clumsy. A
relatively recent strategy is the use of (s)he, s/he, he/she in written texts.

The use of they with a singular antecedent goes back to Middle English. It is very common in
informal style, and with the decline of the use of the sexneutral he it has spread to other styles. We
can observe another relevant linguistic process: the process of depersonification and personification.
Consider:

The baby is learning to walk, but it is still unsteady.

The noun baby is treated here as a non-person, i.e. baby is depersonified. On the other hand, the use
of it can also be interpreted as gender neutralization: baby -he/she, it, where it includes both
genders. To give just another example of depersonification:

Four schoolboys during a break are talking about their new teacher:

“Well, what do you think of it? “

“Looks as if it won’t stand any rot”.

The pronoun it refers to the new teacher who may be a female or a male. It implies contempt or
disparagement. But its main function is to exclude the referent from the sphere of humanity. It may
also be used affectionately:

Mother is talking to her dearly loved daughter:

“What’s the matter, sweet one? Is it worrying itself over that letter? *

As for non-persons, they present two oppositions: living beings and nonliving beings. They are of
neuter gender, no matter which subclass they belong to. But they can be subjected to the
personification process, and when personified, i.e. treated as persons, they may be either masculine
or feminine: a cat he or she. It will be remembered that the sex of an animal is not relevant
grammatically, i.e. the noun may refer to a female or to a male, yet it will be treated as being neuter.
E.g. bull calf; cow calf it; Tom-cat it; lady-cat it. This goes to say that sex and gender are different
categories in non-person animate nouns; only in person nouns they are, as a rule, mutually related,
e.g. woman she; a boy-friend he; a washer-man he; a waiter he; a waitress she. But: a baby she, he,
it. These examples illustrate three ways of expressing sex in English: lexical (a woman),
morphological (a waitress), and syntactical (a boyfriend). Personification does not only concern
living beings; it may also affect non-living beings. In literary English he sometimes refers to sun,
river, mountain, oak, love, death, time, war, etc.; she correlates with boat, ship, engine, train,
balloon, aeroplane, moon, sea, earth, country, city, the church, Nature, science, Liberty, mercy,
peace. According to Andre Joly, the choice of gender with nonliving beings is mostly determined
by the capacity of an entity to exert force: entities of major power are masculine and entities of
minor power are feminine.

The Category of Determination

The term determination, as used here, means the actualization of the functions (semantic,
grammatical, informational, and pragmatic) of the noun.

Semantic determination of the noun

Countable nouns

Semantically, the noun presents a dialectical unity of genus (class) and individual. In the text, it
may be actualized as a representative of the class or a subclass as a whole or as an individual
member of the class or a subclass.

Consider the following sentences:

1. The dog is an animal.

2. A dog is an animal.



3. Any dog is an animal.

4. Dogs are animals.

5. All dogs are animals.

6. | see a dog.

7. The dog is under the table.

These sentences illustrate different types of semantic determination (or restriction): in sentences (1-
5) the noun dog refers to the subclass as a whole; in sentences (6 and 7) the noun dog refers to an
individual member of the subclass. As for the ‘subclass’ function, the sentences demonstrate
different subtypes of determination: in sentence (1) the subclass is presented as an undifferentiated
(indiscrete) unit, which reminds us of mass nouns (abstract or material); in sentences (2 and 3) the
subclass is represented through a typical individual member; in sentences (4 and 5) the subclass is
represented through individual members. As the said sentences describe a generalized situation, the
nouns in them do not refer to a specific member or specific members of the subclass; they only
denote a specific subclass.

Only in sentences (6 and 7) do they refer to the animal class specific (concrete) member. Specificity
is of two types: particular and non-particular, or to put it in traditional terms, definite and indefinite.

Questions for self-correction:
What are the main indicators of the Noun as a part of speech?
What grammatical categories characterize the Noun?
What do we call the category of case? Give a definition.
Comment on the category of case in Modern English.
Comment on the peculiarities of the category of number in Modern English.

agrwdE

Lecture 11
Tema: The Noun. Grammatical categories.
Meta: 3acBO€HHS €JEMEHTIB TpaMaTH4YHOI Teopii, HEOOXITHUX JUISI OBOJIOAIHHS
IPAaKTUYHOK BHMOBOK); PO3IIUPEHHS T'PaMaTUYHOTO KPYro3opy CTYJICHTIB Ta
dbopmyBaHHS eTleMeHTapHUX NMPOo(dEeCIHHNX HABHUOK.
Metoau:  AeAyKTUBHMH (NTOSICHEHHSI  3arajbHUX  IOJOXKEHb 3  HACTYIHUM
JCMOHCTPYBaHHSIM MOKJIHMBOCTI 1X 3aCTOCYBAHHS Ha KOHKPETHHX MPHUKIIAIaX ); METO.I
CTYIIHYAcTOCTI (PO3KPUTTS MPOOIECMATHKU TEMH, MEPEXOASIYH Bil OJHOIO CTYIICHS
710 1HIIIOTO).
Uncountable nouns
Uncountable nouns do not much differ from countables as concerns the realization of the category
of determination: in the text they may be actualized as representatives of the entities as a whole or
an individual manifestation of the entities. Consider:
1. Beauty is rare.
2. They had a courage that no defeats would crush.
3. Mary’s beauty simply paralyzed him.
In sentence (1) the noun beauty stands for the entity as a whole; in sentences (2 and 3) the nouns
courage and beauty refer to an individual manifestation of entities: courage denotes a non-
particular, specific manifestation (aspect) and beauty, a particular, specific manifestation of the
notion.
The definite article generally needs the support of the co-text: off the co-text nouns determined by
the definite article are semantically ambiguous, e.g. the dog, the robbery of old people. Does the
dog mean a specific particular dog or a particular class? Does the noun robbery mean a specific or a
particular manifestation of the entity? We cannot answer the question without recourse to the
context. Only the indefinite article is an unambiguous marker: it marks the noun as an individual
representative or an individual aspect of the entity. However, it cannot tell us whether the noun



means a specific or a non-specific individual. The conclusion that we can draw from this analysis is
that language often needs more than one signal to realize its meanings, the most powerful signal
being the context or the co-text.

Grammatical determination of the noun

The article is generally treated as a marker of the noun - full or partial, e.g. a man, the rich.
However, not all nouns are invariably used with the ‘material’ article, e.g. strength. Even countables
are not always preceded by the material article, e.g. books. Besides the article, nouns are identified
in the sentence by other determiners (pronouns, numerals), prepositions, by the presence of
appropriate affixes, their relative position (i.e. by the co-text). The role of the article is often
secondary, or supplementary. To prove this, compare the texts below: the original and its version in
which the nouns have been stripped of the articles:

It was a hot day. The two windows opened upon the distant murmur of London. The burning sun of
July danced on the rosy and grey waters of the Thames (J. Galsworthy).

It was hot day. Two windows opened upon distant murmur of London. Burning sun of July danced
on rosy and grey waters of Thames.

Despite the absence of the articles in the second text, the reader still finds the passage
comprehensible from a semantic point of view. The elimination of the definite article from the
word-combination two windows only affects the communicative structure of the sentence as
compared to the original: the two windows conveys thematic information, while two windows
conveys rhematic information. We should not minimize the role of the article as a noun-marker: the
article speeds up the process of identification and, consequently, it speeds up the process of the
comprehension of the text. In this respect the article can be said to act as a compensatory
mechanism for the scarcity of derivational affixes which would help us to differentiate nouns from
the other parts of speech, verbs in particular, e.g. ship sales where ship may be a noun or a verb, and
sales may be a noun or a verb.

Informational determination of the noun

To quote M. Halliday “Information is a process of interaction between what is already known or
predictable and what is new or unpredictable”. Hence the sentence, which is a unit of information,
is a structure made up of two parts: the New and the Given. By Given Information is meant
information shared by both the speaker and the addressee: it may be recoverable from the context or
familiar to them due to the shared environment. Besides the context, Givenness and Newness can be
expressed by the definite and indefinite article, respectively. Consider the following text:

A man and a woman were sitting on a park bench. The man was about forty years old. The woman
was somewhat younger. The bench had recently been painted.

How important is the definite article as a marker of Givenness? In this type of text, where
Givenness is established through the secondary mention of the entity, the article plays a
supplementary role. But in texts where Givenness is established through the shared knowledge of
the environment or the world in general, the article plays a primary role. Consider:

A. Where did you find the cat?

R. In the car.

When Givennes is not marked in any way, the text may lose communicative cohesion. Consider: It
was a hot day. Two windows opened upon the distant murmur of London.

The text “comes off its hinges”: the referents of two windows are not treated as part of the shared
environment; the use of the indefinite article, i.e. the zero article, suggests that the author speaks of
some other two windows, not the windows of the shared environment. In other words, the zero
article signals to the reader that two windows is new information.

Pragmatic determination of the noun

Pragmatically, the noun can function as the Theme and the Rheme. The Theme is what we are
talking about, and the Rheme is what we are saying about the Theme. Consider:

The ship (Theme) was glistening in the sun (Rheme).

Themes are generally selected from Given while Rhemes from both New and Given entities.
Consider:

John (Theme) wrote a novel (Rheme). vs. John (Theme) wrote the novel (Rheme).



The Theme and the Rheme may be signalled by the article : the Theme by the definite article and
the Rheme by both indefinite and definite. Consider:

A strange dog came to the porch. The dog seemed very friendly.

The linguistic status of the article

If we treat the article as a word, we shall have to admit that English has only two articles -the and
a/an. But if we treat the article as a word-morpheme, we shall have three articles - the, a/an, o.
B.llyish thinks that the choice between the two alternatives remains a matter of opinion. The
scholar gives a slight preference to the view that the article is a word, but argues that “we cannot for
the time being at least prove that it is the only correct view of the English article”. M.Blokh regards
the article as a special type of grammatical auxiliary. Linguists are only agreed on the function of
the article: the article is a determiner, or a restricter. The linguistic status of the article reminds us of
the status of shall/will in I shall/will go. Both of the structures are still felt to be semantically related
to their ‘parent’ structures: the numeral one and the demonstrative, and the modals shall and will,
respectively.

The articles, according to some linguists, do not form a grammatical category. As is pointed out by
B.Khaimovich and Rogovskaya, “the members of an opposeme must belong to the same lexeme
and have identical meanings”. The articles, they argue, do not belong to the same lexeme, and they
do not have meaning common to them: a/an has the meaning of oneness, not found in the, which
has a demonstrative meaning. For this reason, they argue, a book and the book are not analytic
structures.

B. Ylyish thinks that “There seems to be nothing to prevent us from thinking that a room is an
analytical form of the noun room...”. If we treat the article as a morpheme, then we shall have to set
up a grammatical category in the noun, the category of determination. This category will have to
have all the characteristic features of a grammatical category: common meaning + distinctive
meaning. So what is common to a room and the room? Both nouns are restricted in meaning, i.e.
they refer to an individual member of the class ‘room’. What makes them distinct is that a room has
the feature [-Definite], while the room has the feature [+Definite]. In this opposition the definite
article is the strong member and the indefinite article is the weak member.

The same analysis can be extended to abstract and concrete countable nouns, e.g. courage: a
courage vs. the courage. Consider: He has a courage equaled by few of his contemporaries. vs. She
would never have the courage to defy him. In contrast to countables, restricted uncountables are
used with two indefinite articles: a/an and zero. The role of the indefinite article is to individuate a
subamount of the entity which is presented here as an aspect (type, sort) of the entity. Consider also:
Jim has a good knowledge of Greek, where a denotes a subamount of knowledge, Jim’s knowledge
of Greek.

A certain difficulty arises when we analyze such sentences as The horse is an animal and | see a
horse. Do these nouns also form the opposemes of the category of determination? We think that
they do not: the horse is a subclass of the animal class; a horse is also restricted - it denotes an
individual member of the horse subclass. Cf. The horse is an animal. vs. A horse is an animal.
Unlike the nouns in the above examples, the nouns here exhibit determination at the same level:
both the horse and a horse express a subclass of the animal class.

Other ways of determining the noun

Besides the article, the noun can be determined by pronouns (all, any, some, another, each, every,
either, neither, no; this/that, these/those; my, your, his, her, its; our, their; much /many; little /a
little; few /a few; several), numerals (one, two; first, second, etc.), and a genitive noun (John’s
coat).

The category of determination can be given even a broader interpretation: it will then include
notional words proper such as adjectives, numerals, nouns, adverbials, non-finites, which, when
used with nouns, also function as determiners, or restricters.

The article can be attributed to grammatical determiners on the ground that its meaning is the least
specific. Determiners expressed by pronouns are semigrammatical determiners, for, apart from the
function of individualization, they express other functions. Consider, for example, the definite
article and the demonstrative pronoun. The definite article identifies the entity by referring it to its



prior mention (anaphoric reference) or to its prospective mention (cataphoric reference), e.g. A man
came in. The man looked very sad; This is the man you were talking about. The demonstrative
pronoun individuates by pointing: this man means the man near the speaker who is the deictic
center, or the reference point of the act of communication. To put it otherwise, the demonstrative
pronoun does not need prior or prospective mention of the entity. Cf.

-A house is burning.

-Which house?

-This house, not *The house.

Possessive pronouns also individualize entities. However, apart from the function of individuation,
they express possession. Cf. the book vs. my book. Demonstrative and possessive pronouns are
particularizing determiners. The other pronouns are non-particularizing determiners. They fall into
three groups:

1) determiners which are not explicit in regard to the exact number of entities or their exact quantity
(some, several, a few, etc.);

2) determiners which denote a small number or a large number of entities or a small quantity or a
large quantity of the entity (many, much; a few; a little /little);

3) determiners which denote an absolute number of entities or an absolute quantity of entities (all,
any).

Semantically, the two types of determiners (grammatical and semi-grammatical) are closely
related. Take, for instance, the definite article and demonstrative pronouns: the book vs. this book.
This means the + here, i.e. the book here. As this in fact includes the, constructions used with both
are not acceptable: this the book; the this book. That is, the article the and the demonstrative
pronoun form mutually exclusive determiners. The same holds good for the construction the my
book: the use of the definite article is redundant: the feature [Definite] is included in the possessive
pronoun. A different picture emerges when we add a demonstrative pronoun, e.g. the my book vs.
this book of mine. In contrast to the definite article, the demonstrative pronoun enriches the entity
semantically by giving it an emotional colouring.

The peculiarity of English lies in the fact that the demonstrative determiner is not generally used in
preposition to the possessive determiner, although some writers do use such constructions, e.g. this
our London. English usage demands that demonstrative and possessive determiners should be
separated.

Similar to definite semi-grammatical determiners, indefinite semi-grammatical determiners can also
be used as complex determiners, i.e. we can also speak of the coexistence of determiners, e.g. some
other young man. The rules are the same: the new determiner must point out a new aspect of the
noun.

We can also observe the coexistence of definite and indefinite determiners, e.g. several of the
students are members of the club. The determiners are arranged in the order indefinite + definite.
Because of their position, indefinite determiners are called predeterminers and determiners
following them, postdeterminers. Her are some examples of predeterminers + postdeterminers
constructions:

A few of the students came to the party.

All (of) the box lunches are in those cartons.

Any (one) of the boys should be able to ride a bicycle.

None of the small children will sit still for more than a few minutes.

Every one of the boys has a locker.

Either of the boys can do it.

Neither of the boys is here.

Quite a few of the students understand the article.

Most of the volunteers are women.

If we omit the prepositions and the definite determiner, the resulting construction will be indefinite:

A few students came to the party.

Any boy should be able to ride a bicycle.

No small child will sit still for more than a few minutes.



Every boy has a locker.
All dogs are nasty, smelly brutes.
Most volunteers are women.
An apparent exception is the case of either, neither, both: the omission of the preposition and the
definite determiner does not render the construction indefinite:
Either boy can do it.
Neither boy is here.
| want both books.
Apart from the pronouns, the noun can also function as a determiner: a boy’s book vs. the boy’s
book/John’s book. If the adjunct is indefinite, the head-noun is also indefinite, and if the adjunct is
definite, the head-noun is also definite.
Questions for self-correction:
What is determination?
Comment on grammatical determination of the Noun.
Comment on informational and pragmatic determination of the Noun.
What are the two types of determiners?
What is the linguistic status of the article?

agrwdE

Lecture 12

Tema: The Verb. Grammatical categories.

Meta: 3acBO€HHS €JIEMEHTIB TpaMaTU4YHOI Teopii, HEOOXITHUX JUISI OBOJIOAIHHS
NPAKTUYHOK BHMOBOK); PO3IIUPEHHS T'PaMaTUYHOTO KPYro3opy CTYJICHTIB Ta
(dbopMyBaHHS eIeMEHTapHUX MPOPECIHHUX HABUYOK.

MeTtoau:  ACAYKTUBHHM (TIOSICHEHHS  3araJIbHUX  TIOJIOKEHb 3  HACTYITHUM
JEMOHCTPYBaHHSIM MOKJIMBOCTI 1X 3aCTOCYBAaHHS Ha KOHKPETHHUX MPHUKIIAIaxX ); METO.
CTYIIHYACTOCTI (PO3KPUTTS MPOOJIECMATHKU TEMH, MEPEXOASIYH Bil OJHOIO CTYIICHS

710 1HIIIOTO).

Semantic Features of the Verb

The verb is a part of speech that denotes a process in the wide meaning of the word. The processual
meaning is embedded in all the verbs. We can distinguish the following types of process: 1)
processes of doing, or material processes, e.g. Mary is writing a letter; 2) processes of happening,
e.g. The old man is dying; 3) verbal, e.g. She told me the truth; 4) mental, e.g. The student did not
know the answer; The woman did not see the lorry driving at full speed; She did not feel the pain;
5) relational, e.g. John is clever; Mary is at home; John has a new car; 6) existential, e.g. There is a
dog under the table.

Semantically, the said process-types are expressed by two types of verb: 1) bounded and 2)
unbounded. Unbounded verbs are verbs that have no endpoint built in. Such verbs denote processes
that go on without reaching a limit, i.e., there is nothing in them that can stop them; they can only
be stopped from the outside. So, for instance, when we say: The earth turns round the sun, we do
not mean that turns has a programmed limit beyond which the process comes to an end. The verb
turns, however, can be used as bounded. Consider:

The wheel is turning. It will finish turning in half an hour.

As can be seen, turning in this sentence does have an end-point programmed. When processes
function as bounded, they can be paraphrased using the verb finish: John lived to be old, i.e. John
finished living when he reached an advanced age, i.e. when his ‘programmed’ life span exhausted
itself.

When processes are unbounded, they can be paraphrased using the verb stop: John loves Mary. vs.
John stopped loving Mary. Unbounded processes can only be interrupted, but not finished. The
word finish implies a programmed end-point and, consequently, cannot be used with an unbounded
process. However, theoretically and practically traditional unbounded verbs can all be used as
bounded: the actual meaning of such verbs is determined by the context. Consider:

A. Is the baby still sleeping? (i.e. Hasn't the baby had enough sleep?)



B. Yes. She generally sleeps (for) two hours during the day.
Sleep is potentially a bounded process: one sleeps until one has had his fill of sleep. Can we say,
then, that the traditional unbounded verbs are a category which has no foundation, i.e. linguistic
facts do not support it? No, we cannot. The category of unbounded verbs include verbs that
typically function as unbounded; it is only in an appropriate co-text that they change their status.
The same cannot be said about boil, for instance, which is bounded irrespective of the co-text in
which it may occur. Verbs like boil can be called bounded verbs proper. Unlike unbounded verbs,
bounded verbs proper do not have to be ‘programmed’ with respect to an end-point; an end-point is
inherent in their semantics.
So, for instance, the process of boiling (e.g. John is boiling water) necessarily comes to an end; its
end-point is the start of boiling. The same analysis can be extended to the process of writing (e.g.
John is writing a novel) which comes to an end when the ‘program’, a novel, comes into existence.
Unlike unbounded processes, bounded processes can be paraphrased using the verb finish: John
wrote a novel. vs. John finished writing a novel.
Unbounded verbs can be of two types: stative and dynamic. Stative unbounded verbs express a
static situation, i.e. a situation in which the entity is at rest while dynamic verbs express a situation
in which the entity is engaged in some or other activity. To stative verbs belong: 1) cognitive verbs
(e.g. know, think, i.e. be of an opinion; understand, believe, remember); 2) perceptive verbs (e.g.
smell, taste, feel); 3) affective verbs (e.g. like, love, hate); 4) relational verbs (e.g. be, have, lack).
Semantically, they generally present the result of a bounded process. Consider:
John has learned the rule. John knows the rule.
Mary has grasped the meaning of the word. Mary understands the word.
The dog has perceived the smell of a cat. The dog smells a cat.
Dynamic unbounded verbs express a dynamic situation, i.e. a situation in which the entity is
engaged in some activity. To dynamic unbounded verbs belong: run, walk, swim, skate, play, sleep,
stand (i.e. to keep an upright position), live, stay, etc. Consider:
Peter is running.
The girl is walking.
The children are swimming in the river.
Unbounded processes have no end-point built in: they either denote the end of a bounded process
(statives) or the activity itself (dynamic verbs).
Bounded verbs constitute a much larger class. We can distinguish two subclasses of the verbs: 1)
punctual (e.g. shoot, promise, propose, fire, name); 2) non-punctual (e.g. boil, read, write, paint,
peel, slice, Kill). Punctual verbs have very short duration: the time occupied to express the process is
longer than the time occupied to perform it. Such processes are indivisible, i.e. we cannot say The
soldier started shooting an arrow nor The soldier is shooting an arrow nor The soldier finished
shooting an arrow. Only non-punctuals can be thus divided: He started writing; he is writing; he
finished writing. However, not all such verbs have all the phases realized. Take, for instance, the
verb arrive which denotes only the final phase while the inceptive and the middle phases are
realized through the verb go: he started going; he is going; he is arriving. The end-point of the
process of going is the time of arriving. Verbs that denote only the inceptive or the final phase are
called achievements; and verbs that have all the three phases are called accomplishments (e.g. write,
read, paint, do, make, etc.)

Consider:
John wrote/ will write two letters.
The boy broke/will break the window.
The verb write is bounded. Its peculiarity is that that the past and future forms of it can be perfective
and imperfective in meaning. When used as an imperfective verb, write denotes the middle, or the
developmental, phase (e.g. John wrote letters yesterday); when used as a perfective verb, it denotes
the final phase (e.g. John wrote two letters). However, not all bounded verbs can be used so, e.g.
The boy broke/will break the window, where broke, will break are perfective only. We will call
verbs of the first type dual aspect verbs and verbs of the second type single aspect verbs. To dual



aspect verbs belong: write, read, paint, ring, lead, climb, build, teach, show, spend, learn, etc.; to
single aspect verbs belong: break, put, leave, die, open, take, make, produce, pay, sell, bend, etc.
Unbounded verbs are imperfective in meaning, e.g. The baby slept well (badly) or We lived very
simply. However, in an appropriate environment, unbounded verbs can turn into bounded: The girl
slept through everything or He lived out the remaining years of his life in London. Unbounded
verbs are generally perfectivized by using an adverbial particle: up, down, off, through, out, over,
across, away, etc. These elements can also be used with bounded verbs of dual aspect, e.g. eat,
write. Consider:

She ate up the cream in silence or

| wrote down what the boy said.

An understanding of the aspective features of the verb helps both the speaker and the translator. The
speaker, using unbounded verbs, has to differentiate between statives and non-statives: statives are
not generally used in the progressive aspect, while non-statives are. Cf. Max is knowing the answer.
vs. Max is running in the yard.

Unbounded verbs as well as dual aspect bounded verbs may be used in both progressive and non-
progressive perfect forms without a marked difference in meaning:

John has been living in London for ten years. vs.

John has lived in London for ten years.

Peter has been smoking for ten years.

Peter has smoked for ten years.

Verbs can also be examined from the point of view of their syntactic features. We can distinguish
two classes: 1) verbs of complete predication (i.e. notional verbs); 2) verbs of incomplete
predication (function verbs — non-modal and modal). Verbs of complete predication are capable of
expressing the predicate of the sentence by themselves: they do not need the support of other words,
e.g. John read a book. It is only when they have to express tense, person, mood, voice, aspect, order
and other distinctions that they are combined with function verbs (be, have, do, shall, should, will,
would, can, could, may, might). Verbs of incomplete predication are not capable of expressing the
predicate of the sentence by themselves. Cf.

John read a book.

*John will.

*John tried.

*John became.

Their role is both grammatical and semantic: through them we realize the grammatical meanings of
the notional verb and express various semantic aspects. Metaphorically speaking, they are semantic
colours of the notional part of the predicate. Consider:

1) John will read the book.

2) John tried to read the book.

3) John managed to get across the river.

4) John seems to have crossed the river.

In sentence (1), will, besides futurity (a prediction), expresses intention; in sentence (2), tried,
besides the grammatical categories of tense, voice, etc., expresses the meaning of non-factivity —
tried to read does not mean that he read the book through; in sentence (3), managed, besides the
grammatical categories of tense, voice, etc., expresses the meaning of attainment — difficult as it
was, John was able to reach the other bank of the river; in sentence (4), seems, besides its
grammatical meaning, expresses the meaning of epistemic modality.

Verbs of incomplete predication present a problem to the analyst. Such verbs as do and have are
grammatical word-morphemes; but the status of shall/should, will/would, may/might, can/could is
not clear enough. Consider:

If John came, Mary would be happy.

They came early so that they wouldn’t miss the overture.

They made a note of it so that they could not forget.



Linguists are not agreed on the status of the said verbs: some think that in the type of co-texts they
still preserve their lexical meaning while others think that they can already be treated as
grammatical word-morphemes. An exception may be taken by the verb be, which is generally seen
simply as a link or mark of a relationship between one element and another. It is distinguished from
the existential be, e.g. There is a solution (i.e. A solution exists). This type of be is notional.

The semantic properties of the verb are not only related to the meaning of the sentence but also to
its combinability with other parts of the sentence. The verb is the centre of a predication: it
organizes all the other sentence constituents. The combining power of words in relation to other
words is called their syntactic valency. We can distinguish two types of valency: obligatory and
optional. An obligatory constituent is a constituent without which the sentence is incomplete
semantically, e.g. John is making. To complete the sentence, we need one more constituent: John is
making a toy. The valency of a verb, or the number of syntactic elements it is associated with, is
determined by the type of process, or situation, it represents. Let us consider each type of verb and
its valents.

Transitive doing, or material, verbs represent a situation in which we find the following
participants: Agent, Patient (Affected), Recipient, Effected, Beneficiary, and Instrumental. Besides
participants, processes are also associated with Circumstances. Processes, participants and
circumstances constitute the semantic structure of the sentence. The said participants are not on a
par: some are obligatory (i.e. required), others optional (i.e. permitted but not required). To
obligatory participants belong: Agent, Patient, Recipient, Effected. Beneficiary and Instrumental
participants are optional. Circumstances also belong to optional elements in ‘doing’ processes.
Consider the following ‘doing’ sentences:

1) He moved the table.

2) They built a bridge.

3) She gave the cat some milk.

4) John bought her a car.

5) Peter opened the door with a key.

6) Max read the book in the library.

In the sentences, he, they, she, John, Peter, Max are Agents, or performers of the process: the table
is a Patient, or a participant affected by the process; a bridge is an Effected participant, i.e. a
participant that represents an entity brought into existence; the cat is a Recipient, i.e. a participant
receiving milk; some milk is a Patient; her is a Beneficiary, i.e. a participant for whom some service
is done; a key is an Instrumental, i.e. an entity serving as an instrument with which the process was
carried out; the library is a Place Circumstance, i.e. a semantic element indicating the place of the
process. The Beneficiary, the Instrumental and the Circumstance, as used in the said sentences, are
semantically optional. If we suppress them, the sentences will still be conceived to be semantically
complete: they will contain the necessary minimum of information.

A distinction should be made between semantic and grammatical, or syntactic completion. Cf. John
is making a toy. vs. John is making. The sentence John is making, which consist of Subject and
Predicate, is only complete from a grammatical point of view. It will be obvious that such a
sentence is useless communicatively: it does not convey New information, information which is the
backbone of any sentence. As for intransitive doing verbs, they are associated with one participant,
the Agent, e.g. John is walking.

Happening verbs represent a situation in which the participant is affected by the process:

The King is dying.

The old lady collapsed.

These verbs are obligatorily associated with one participant, viz. the Patient.

In other words, they are one-valent verbs.

Verbal processes, i.e. processes of saying or communicating, obligatorily include the Sayer, the
Recipient and the Verbiage (or the Report):

She told me the story of her life.

He announced to his wife that he was leaving.



In the above sentences, she, he are Sayers; me, his wife — Recipients and the story of her life, he
was leaving are Verbiage, or Report. Verbs of saying are, then, three-valent.

Mental verbs obligatorily include two participants: Recipient Experiencer and Phenomenon.
Consider:

Mary heard a strange noise in the street.

The student did not know the answer to the question.

In these sentences, the Subjects are Recipient Experiencers (Mary, the student, John) and the
Objective Complements are Phenomena. Recipient Experiencers are participants affected by
Phenomena. As can be seen, mental verbs are two-valent.

Relation verbs express a situation with two obligatory semantic elements: a participant called the
Carrier and the Attribute. Consider:

Mary is beautiful

Mary has a daughter.

Mary is in the room.

Mary is the Carrier, beautiful, a daughter, the room are Attributes. Relational verbs are two-valent.
Last but not least, existential verbs are obligatorily associated with one participant, viz. the Existent,
and the Circumstance, e.g. Once upon a time there lived a king. It should be observed that
obligatory participants may not be realized in the surface structure. Take, for instance, the material
verbs read, paint, write: The boy is reading (painting, writing).

In the literature, such verbs are said to have an incorporated object, or verbs with an incorporated
participant. In the above existential sentence, the place Circumstance is only implied. And if we
place the sentences discussed in a context, the possibilities of the deletion of obligatory sentence
elements will be much greater: with a few exceptions, all previously mentioned participants or
circumstances can be deleted.

Sentences in which the verb is followed by a participant (i.e. an object) are called transitive.
Semantically, such a participant is generally the Patient or the Effected. However, it may also be the
Phenomenon (e.g. She heard a cry), the Verbiage (e.g. She did not utter a word) or even the
Circumstance (e.g. They walked the streets). Transitive verbs are opposed to intransitive verbs, i.e.
verbs not followed by a participant, e.g. The King is dying.

It is important for the category of voice: the active and the passive voice are based on transitive-
verb sentences, i.e. it is only transitive-verb sentences that are capable of being used as both active
and passive, e.g. Charles Dickens wrote “David Copperfield” (active) vs. “David Copperfield” was
written by Charles Dickens (passive).

Finite Forms of the Verb

All verbal forms can be analyzed under the rubric “The Category of Finitude” (Cf. M. Blokh),
which divides the forms of the verb into finite and non-finite (verbals). These forms constitute a
system of their own which is united by such verbal categories as voice, aspect and order. The
categories that set finites and non-finites apart are tense, person, number, and mood.

Speaking of non-finites (the infinitive, the participle, the gerund) special mention should be made of
the infinitive. It has a unique position: it is the principal representative of the verb-lexeme as a
whole. The infinitive serves both as the name of a process and as a derivative base for all the other
forms of the verb.

The Category of Person

The category of person serves to associate the process with three deictic categories in a
communicative act: the speaker, the addressee and the one (ones) not participating in a
communicative act. The speaker is first person (I, we); the addressee is second person (you) and the
one (ones) not participating in the act is third person (he, she, it, they). The deictic centre of the
communicative act is the speaker, i.e. first person. In the process of communication, the deictic
center keeps changing: | you; you I, which suggests that the deictic center is always the speaker, i.e.
the one who is speaking at the moment.

The three deictic categories, or persons, are, as a rule, lexicalized in languages, i.e. special words
are used. These words are called personal pronouns. Apart from special lexemes, the category of



person is often grammaticalized, i.e. a special form of the verb additionally shows which person, or
deictic category, is meant.
Special mention should be made of the modal verbs and the verb be. Modal verbs, with the
exception of shall/should and will/would, do not show person grammatically. Cf.
| can speak English I shall speak English
You can speak English You will speak English
He, she can speak English He, she will speak English
The verb be is more grammaticalized in this respect: it takes an exception to the other verbs.
Consider:
| am/was. We are/were
You are /were. You are/were
He, she, it is/was. They are/were
As can be seen, it has two grammaticalized persons in the singular - first and third person — and no
grammaticalized persons in the plural. In the past tense, the verb be does not distinguish person —
without a personal pronoun we cannot say which person the form expresses.
The category of person is represented in English by two member oppositions: third person singular
vs. non-third person singular. The marked member of the opposition is third person; the unmarked
member is non-third person (it includes the remaining forms — first person, second person forms —
singular and plural).
The Category of Number
The category of number shows whether the process is associated with one doer or with more than
one doer, e.g. He eats three times a day. The sentence indicates a single eater; the verb is in the
singular despite the fact than more than one process is meant. The category of number is a two-
member opposition: singular and plural. An interesting feature of this category is the fact that it is
blended with person: number and person make use of the same morpheme.
As person is a feature of the present tense, number is also restricted to the present tense. Cf. John
goes to college. vs. John went to college.

The students live in dormitories. vs. The students lived in dormitories.
Goes is singular + third person; the remaining forms are not marked for number. The same holds
good for the verb be used in the present tense:
| am/ at home.
John is/ at college now.
The forms am, is are first and third person singular; the remaining forms are not marked for
number. Consider now examples in which be is used in the past tense:
| was at home.
John was at college.
The form was, unlike is, is not blended with person: it marks only singular; the form were is not
blended with person either. However, it can be used in both singular and plural:
You were at home.
They were at home.
Some verbs — modals — do not distinguish number at all. Still others are only used in the plural
because the meaning of ‘oneness’ is hardly compatible with their lexical meaning (B. S.
Khaimovich, B. I. Rogovskaya):
The boys crowded round him. vs.
*The boy crowded round him.
The soldiers regrouped and opened fire. vs.
*The soldier regrouped and opened fire.
The boys scattered, squealing in horror. vs.
*The boy scattered, squealing in horror.
The analysis of the examples demonstrates the weakness of the English verb as concerns the
expression of person and number and its heavy reliance on the subject: it is the subject that is
generally responsible for the expression of person and number in English.

Questions for self-correction:



1.Why do we say: to know the English verb is to know English?

2. How are verbs classified in English?

3. What is the category of aspect? What other means of expressing
aspectuality do you know?

4. Comment on the category of person in the Verb.

5. Comment on the category of number in the Verb.

Lecture 13

Tema: The Category of Tense

Meta: 3acBO€HHS €JIEMEHTIB TpaMaTU4YHOI Teopli, HEOOXIAHMX ISl OBOJIOJIHHSA
NPAKTUYHOK BHMOBOK; PO3IIUPEHHS T'PaMaTUYHOTO KPYro3opy CTYJICHTIB Ta
dbopmyBaHHS eleMEHTapHUX NMPO(ECIHHUX HABUUOK.

MeTtoau:  AeAyKTUBHUU (TIOSICHEHHSI  3araJlIbHUX  TIOJIOKEHb 3  HACTYIHUM
JICMOHCTPYBaHHSIM MOJKJIMBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHHUX MPHUKIIAaX); METO/
CTYIIHYACTOCTI (PO3KPUTTS MPOOJIECMATHKU TEMH, MEPEXOAIYH BiJl OJHOIO CTYICHS
710 1HIIOTO).

Introductory

1. Time and tense.

Time is an unlimited duration in which things are considered as happening in the past, present or
future. Time stands for a concept with which all mankind is familiar. Time is independent of
language. Tense, which derives from the Latin word tempus, stands for a verb form used to express
a time relation. Time is the same to all mankind while tenses vary in different languages.
Graphically, time can be represented as a straight line, with the past represented to the left and the
future to the right. Between the two points there is the present.

Time can be expressed in language in two basic ways: 1) lexically; 2) grammatically. Cf. John is in
his study now. This sentence expresses the present time in two ways: grammatically (is) and
lexically (now). As for lexical means, English has three sets of temporal adjuncts: those which refer
to the present (now, today, this morning, this week, this month, this century, this epoch, etc.); those
which refer to the past (yesterday, last week, last month, last year, last century, last decade, etc.; two
minutes, days, weeks, months, etc. ago); those which refer to the future (tomorrow, next minute,
hour, week ,etc.; a minute, hour, day, week, month, decade, etc. from now). Consider:

1) He + read + now.

2) He + read + yesterday.

3) He + read + tomorrow.

Of the three constructions, only the first could replace the grammaticalized way of expressing the
ongoing process at the time of speaking. Cf. He + read + now. vs. He is reading now. The other
constructions are not in a position to replace the corresponding tenses: this situation is generally
expressed in English by using two tense forms:

1) He read yesterday.

2) He was reading yesterday.

1) He will read tomorrow.

2) He will be reading tomorrow.

As can be seen, in English lexicalized time is semantically poorer as compared to grammaticalized
time. Can, then, grammaticalized time (i.e. tense) dispense with lexicalized time? To answer the
question, let us delete the temporal adjuncts from the above sentences:

1) He read.

2) He was reading.

1) He will read.

2) He will be reading.



Sentences stripped of their temporal adjuncts sound indefinite: they express the time distinctions in
a rather general way, i.e. the processes are conceived to be tied to some specific time which,
unfortunately, is not made explicit. Our analysis shows that English needs both ways of expressing
time — lexical and grammatical. However, as has been pointed out by John Lyons, there are
languages (e.g. Chinese, Malay) that do not have tense. Tenseless languages are not semantically or
expressively poorer than tensed languages on condition they have a sufficient wide range of lexical
expressions, i.e. time distinctions as expressed by tense should be expressed in such languages by
appropriate lexical expressions.

2. Tense and time.

Does tense always show real time? No. Consider the present tense:

This guy comes up fo me and says that he wants to see the boss, so I didn’t

think anything of it, and take him back to the office.

This sentence describes an event that occurred in the past but the verbs are mostly used in their
present forms. This use, called the ‘historic’ present (in other words, the ‘past’ present), is
motivated by a desire to achieve a dramatic effect by bringing the situation into the moment of
speaking. Consider more examples:

A rolling stone gathers no moss.

John walks to school every morning.

| leave for London tomorrow.

It will be obvious that the present forms of the verbs used in the above sentences do not show real
time, i.e. they are not directly associated with the moment of speaking: a rolling stone may not now
be in the process of gathering moss; John may not be walking to school now and I may not be
leaving for London now. The first two sentences describe a habitual situation, i.e. a situation that
holds at all times. However, this does not suggest that it does not hold at the time of speaking. In the
last example, the present tense is used to refer to the future. This form is generally used for
programmed (planned) events. A clash between tense and time can also be observed in sentences
recounting the plots of books and films:

This book describes a situation where a man is going off to report some trouble somewhere in
America...On the way he gets on the wrong train andends up in the wrong place. (taken from
Downing and Locke, 1992)The present tense with a past meaning is often used in reporting
information: Peter tells me (i.e. told) he has changed his job. The weatherman forecasts (i.e.
forecast) heavy showers in the north. So much about the present tense forms. Let us now look at the
past tense forms. Consider a few examples:

| thought you were on the beach.

| was wondering whether you needed any help.

Did you want to see me now?

| wish I weighed less than | do.

If he went tomorrow, he could get all his work done.

He said he would not marry her.

In all these examples the past forms of the verbs do not express the past time: they express present
time with the exception of the last sentence in which the past form would refers to future time. To
sum up, we cannot simply equate the Present Tense with the meaning of ‘present time’ and the Past
Tense with the meaning of ‘past time’. However, the basic meaning of the present form of the verb
is present time and the basic meaning of the past form of the verb is past time. The meanings
expressed by the above sentences are derived from the basic meanings, i.e. they are secondary
meanings.

3. Tense as a deictic category.

Any process must be located in time. Otherwise it is useless communicatively. To locate it in time,
it is necessary to establish some arbitrary reference point. Such a reference point is the present
moment, or the moment of speaking. Tenses locate situations either at the same time as the present
moment, or prior to the present moment, or subsequent to the present moment. A system, which
relates processes to a reference point is called a deictic [daiktik] system. Tense is deictic since it
relates processes to the present moment: processes that occur at the same time as the present



moment are expressed by the present tense; processes that occur before the present moment are
expressed by the past tense and processes that occur after the present moment are expressed by the
future tense. These tenses we will call absolute. Tenses that are established with reference to some
other point in time are relative. Cf. Mary is walking in the garden (is is related to the moment of
speaking; therefore, it is an absolute present tense) vs. Peter said that Mary was walking in the
garden (was is related to the time expressed by said; therefore, it is relative). However, the tense of
said is established with reference to the present moment. Hence it is an absolute tense, or the tense
used absolutely.

The category of tense in English is a system of two-member oppositions showing the relation of
the time of the process denoted by the verb to the present moment, or the moment of speaking. The
existence of a future tense in English is problematic. We will return to the problem when we have
examined the present and the past tense.

The present tense is the unmarked member of the opposition: it is the least specific in meaning and
therefore can be used to express a wide range of temporal meanings. The present tense is also
unmarked morphologically (except for the —s inflection); its forms are identical with the forms of
the ‘bare’ infinitive. The past tense is marked both semantically and morphologically: it refers to a
process that is visualized as remote, either in time or as unreality, and in the vast majority of verbs it
has a distinct past form.

Present Tense

The present tense locates the process at the same time as the present moment, e.g. John lives in at
Oxford now. The verb form lives expresses a process that coincides with the present moment, or the
time of speaking. We can distinguish three types of relationship between the process and the present
moment:

1) the duration of the process is the same as the duration of the report of the process;

2) the duration of the process is longer than the duration of the report of the process;

3) the duration of the process is shorter than the duration of the report of the process.

Consider the following sentences:

1. I name this ship the ‘Titanic’

2. The Eiffel Tower stands in Paris.

3. He shoots an arrow and runs away.

In the first sentence, the process of naming occupies as much time as the report of the process; in
the second sentence, the process of standing occupies a much longer period of time than the report
of the process, i.e. The Eiffel Tower will continue to stand long after the report of the process; in the
third sentence, the process of shooting is shorter than the report of the process, i.e. it takes us a
longer time to utter the sentence than to shoot an arrow.

However, what has been said has nothing in common with the present tense from a grammatical
point of view: what is important is that the verb used in the present tense expresses a situation
located at the present moment. The form itself does not say how long the process lasted, or whether
the same situation continues or does not continue beyond the present moment, nor that it held or did
not hold in the past. Whether or not this situation is part of a larger situation is an implicature
(Bernard Comrie, 1985). In practical grammars we often observe the confusion of grammar with
pragmatics, a branch of linguistics examining meanings beyond linguistic meanings, i.e. contextual
meanings. So, for instance, in discussing the meaning of the present tense, A. S. Hornby says that
the present in such sentences as The sun shines during the day or Your sister speaks French well
indicates that what is referred to could be found in the past, and can be found now and it will be
possible to find it in future. As already said, the meaning of the present form of the verb has nothing
to do with the above meanings, meanings based on our general knowledge.

Past Tense

The past tense locates the process prior to the present moment. The past form of the verb does not
say anything about whether the past process occupied a single point or an extended time period.
This is not the job of the past tense; it is the job of appropriate adjuncts or the lexical meaning of the
verb. Consider:

1. At seven o’clock yesterday John promised to give me ten pounds (a single point).



2. John Lived in Manchester from 1962 to 1982 (an extended time period).

As already pointed out, the past form of the verb only locates the process in the past, without saying
anything about whether the situation described by it occupied a single point or an extended time
period. Consider another example: John used to live in London. In practical grammars, the
construction used to live is described as follows: “If we say that somebody used to do something,
we mean that some time ago he did it habitually, but that he does not do it now.” (Michael Swan).
As with the present tense, the second meaning (i.e. “that he does not do it now”) is not the meaning
of the past tense: it is an implicature or the listener’s or reader’s meaning. If we say that John used
to live in London, it is very natural for us to think that John no longer lives in London; if he still
lives in London, we would use the present tense. That the past tense does not mean it can be clearly
seen from the following text in which the implicature that John no longer lives in London is
cancelled, or eliminated:

A. Where did John live ten years ago?

B. He used to live in London then and still does.

A similar interpretation can be given to past progressive constructions, e.g. John was eating his
lunch when | looked into his room. The sentence says nothing about whether the situation described
by the past progressive construction still continues at the present moment or not. The implicature
that John is no longer eating his lunch or that he is still eating it can be qualified or cancelled
contextually:

A. John was eating his lunch when I looked into his room.

B. Is he still eating it?

A. Yes, he is /No, he isn’t

The Problem of Future Tense

Traditional grammar usually presents English as having a future tense expressed by will (for some
speakers, also shall) and the citation form of the verb, e.g. Mary will get married tomorrow. But is it
a tense? There are several objections to the traditional treatment of the said construction. The first
objection concerns the meaning of the future tense in general: the future tense differs from the past
and the present tense — the future describes a non-factive situation while the past and the present
tense describe a factive situation. So, for instance, when we say that Mary will get married
tomorrow, we do not present the situation as a fact; we only make a prediction or say what we think
will happen. The second objection concerns the meaning peculiarities of will: the auxiliary will,
apart from the meaning of prediction, has modal uses which do not necessarily have future time
reference, e.g. He will go swimming in dangerous waters or He will be swimming now. The third
objection concerns the expression of a future meaning by the present tense, e.g. Peter leaves for
London tomorrow or If it rains tomorrow, we will get wet. These examples show that we can refer
to future time by using the present tense. Reference to future time can also be made by using the
construction to be about to do something vs. to be going to do something. Will then is not the only
means of referring to future events. If we choose to say that will is the future tense marker in
English, what is then the status of other means? But perhaps will (or shall) can be

treated as grammatical word-morphemes? If they are grammatical word morphemes, then they must
have lost their former lexical meaning. There are co-texts in which will or shall express a mere
prediction. In other words, will is ‘demodalized’ in the co-texts. Consider:

1) Mary will get married tomorrow.

2) Mary will be twenty tomorrow.

3) If John does not change his mind, Mary will get married tomorrow.

The difference between the past tense and the present tense on the one hand, and the future tense on
the other, can be treated as a difference of mood (a speculative one) rather than that of tense: will or
shall +infinitive does not describe a real situation, a feature not peculiar to tense. We cannot refer to
future events as facts, as we can to past and present events. Events in the future have not yet
happened; we can predict them with more or less success.

If we do agree that it is a tense, then will and shall, as already pointed out, will have to be assigned
to grammatical word-morphemes. Otto Jespersen defended the view that will and shall have
preserved their modal meanings in all their uses. A similar treatment can be found in works by



structural grammarians. So, for instance, Randal L. Whitman says that “The syntax of the modal
will is identical to the syntax of the other modals, must, can, etc (well almost), so that it would be
incorrect to say that will, by itself, represents a future tense form (of the verb will) unless you are
willing to say the same of all auxiliaries”. The same treatment can be found in Rodney Huddleston:
“If one looks at the verbal system of English without preconception that the tripartite division
between past, present, and future time will inevitably be reflected in a system of three
corresponding tenses, then the evidence is overwhelming for grouping will, shall, may, can, must,
etc., together as auxiliaries of the same kind.” A similar view is taken by L. S. Barkhudarov, who
does not regard the construction shall/ will+ infinitive as an analytic future tense. The scholar
argues that shall and will always preserve their modal meanings which, depending on the co-text,
either dominate over the meaning of futurity or are considerably weakened. Other linguists, for
instance, B. Ilyish, B. Khaimovich and B. Rogovskaya argue that the original meaning of shall or
will has been obliterated and in some co-texts they are markers of pure futurity only:

| shall be forty next autumn.

They will know it in due time.

It will take place next month.

But as already indicated, such “pure” future sentences express a prediction: we can predict with
more or less confidence what will happen. The above examples are ‘safe’ predictions — predictions
which do not involve the subject’s volition. However, to quote M. Blokh, “a certain modal
colouring of the meaning of the English future cannot be denied... But then, as is widely known,
the expression of the future in other languages is not disconnected from modal semantics either”.
We can add by saying that in other languages, for example, Lithuanian, the modal meaning of
prediction is expressed morphologically while in English it is still expressed syntactically. Terms do
not matter here — we can use the term ‘the category of futurity’ or ‘the category of future tense’.
What matters is the way we express the category, i.e. whether it is grammaticalized or not. The
creation of such terms as the category of posteriority (B. Khaimovich and B. Rogovskaya, or the
category of prospect (M. Blokh) only leads us away from the problem. To attribute the forms
shall/should and will/would to grammatical word-morphemes, we must prove that the said words
have lost their modal meanings. As we cannot do this, all attempts to prove the existence of a
grammaticalized future tense, or the grammatical category of posteriority or prospect, are futile. At
present we could speak of a semi-grammaticalized future tense despite the existence of the so-called
predictive future forms expressed by shall or will which are only demodalized (i.e. lose the meaning
of obligation and volition) in specific co-texts.

There are signs that shall and will are turning into a kind of inflection (similar to the genitive
inflection ‘s), e.g. I'll do it tomorrow. The contracted form ‘Il, which is a feature of spoken English,
neutralizes the distinction between shall and will and at the same time turns into a marker of
futurity. However, the element ‘Il may be convenient enough when the subject is expressed by a
personal pronoun, but it may be cumbersome and not quite suitable phonologically when the subject
is expressed by a noun. Cf. I’ll go — Victor’ll go or Beryl’ll go. The possibility of misinterpretation
of such constructions in oral speech (Victor’ll may be treated as a name) may be a discouraging
factor in the use of the element with nouns. Whether the clitic ‘Il will completely replace shall and
will is a question that cannot be answered now. But if it does, we shall then have the right to speak
of a grammatical future in English.

To sum up, English has no grammatical category that can be analyzed as a future tense. Shall and
will are auxiliaries of mood, not tense. Although English has no grammatical future tense, it has
numerous constructions which permit a future time interpretation:

[Give] her my regards (imperative);

It is essential[that she tell the truth] (mandative);

The match [starts] tomorrow (main clause present futurate);

If [she goes], I'll go too (subordinate present);

I may/will [see her tomorrow] (bare infinitival);

| intend/want [to see her tomorrow] (to-infinitival);

| intend/am [seeing her tomorrow] (gerund-participial) (see Rodney Huddleston, ibid.).



Absolute and Relative Tenses
Depending on the nature of the reference point (deictic center), tense forms can be of two types:
absolute (primary) and absolute-relative (secondary). In absolute tenses the point of time from
which we measure the time of the process is the present moment only, i.e. the time of the speaker,
e.g. John visited his mother yesterday. Here the speaker locates the process of visiting in the past.
As for absolute-relative tenses, the point of time from which we measure the time of the processes
are the present time and some other time. Typically they are expressed in a complex sentence.
Consider: John said that he visited his mother once a week.

John said that he would visit his mother once a week.

John said that he had visited his mother once a week.
The form said is used absolutely, i.e. the process of saying is located with reference to the present
time. In other words, the form said describes a situation in the past. The forms visited, would visit
and had visited are dependent, or relative to the point of time established by the form said: the time
of visited coincides with the time of said (both processes took place in the past simultaneously); the
time of would visit is posterior to the time of said and the time of had visited is prior to the time of
said. Processes that are simultaneous with the time of reference point are expressed by the past
simple or past continuous forms; processes that occur after the reference point are expressed by the
so-called future-in-the-past form, and processes that precede the reference point are expressed by
the past perfect tense forms. Special mention should be made of the perfect forms of the verb.
Consider:
The President has arrived.
The President had arrived by six o’clock yesterday.
The President will have arrived by six o ’clock tomorrow.
The form has arrived is temporally complex: it is based on two time points — present and past. The
present is indicated by the form has and the past by arrived. The role of has is to relate the process
of arriving to the reference point, which is the moment of speaking. In view of this, the present
perfect tense form is used absolutely. The other perfect forms are absolute-relative. The forms had
arrived and will have arrived are related both to the moment of speaking and to the moment
established by the adverbial six o’clock yesterday and six o’clock tomorrow, respectively. The form
had establishes the point of time prior to the moment of speaking and will establishes the point of
time after the moment of speaking. However, the forms as a whole — had arrived and will have
arrived also relate the process to the time denoted by the said adverbials (relative use). Relative
tenses are typically used in subordinate clauses: object and temporal. Consider:
Mary said she wanted to be a teacher.
When John came home, Jane was watching a TV programme.
Object clauses are reported statements, questions, and exclamations. In reported speech, two
obvious changes take place: 1) the speaker’s original wording may be changed (leave depart, for
instance); 2) the deictic center is changed. This change involves other changes. Cf. Mary said: “I
want to be a teacher”.Mary said that she wanted to be a teacher.
One such change is a change of the personal pronoun: | she; the other change concerns tense: the
present absolute tense changes to the past relative tense to correspond to the deictic center
established by the verb in the reporting clause. As the tense of this utterance denotes a past time, the
tense of the reported clause must also denote a past time. To put it otherwise, with the main clause
describing a past situation, the subordinate clause, which presents the content of the past situation,
must be based on a past form of the verb.
The correspondence between the tenses is called the sequence of tenses. It should be observed that
the English sequence of tense rule is subject to one interesting modification: even when the main
verb is in a past tense, it is possible to use the tense absolutely in the reported clause provided the
content of the reported clause still has validity. Cf. John said that he was ill. vs. John said that he is
ill. In the first sentence, the speaker is not explicit as to whether John is still ill or not; in the second
sentence, the speaker is reporting an illness which he believes still has relevance.

Questions for self-correction:
1. What are the tree divisions of time ? Which of them is the most important? Why?




2. What are the main means of expressing temporality?
3. What is an absolute, relative and transposed use of tenses?
4. How is the correspondence of tenses called?

Lecture 14
Tema: The Category of Aspect
Meta: 3acBO€HHS €JIEMEHTIB TpaMaTU4YHOI Teopii, HEOOXITHUX JUIsI OBOJIOAIHHS
MPAaKTUYHOK BHMOBOIO; PO3IIMPEHHS TPaMaTUYHOIO KPYro3opy CTYACHTIB Ta
(opMyBaHHS €I€eMEHTapHUX MPOPECIHHUX HABUUOK.
MeTtoau:  ACAYKTUBHHM (MOSICHEHHS  3arajlbHUX  TOJIOKEHb 3  HACTYIMHUM
JICMOHCTPYBaHHSIM MOJKJIMBOCTI 1X 3aCTOCYBaHHS Ha KOHKPETHUX MPHUKIIAIaX ); METOJ
CTYIIHYACTOCTI (PO3KPUTTS MPOOJECMATHKH TEMH, MEPEXOIIYH BiJl OJHOIO CTYICHS
JI0 1HIIIOTO).
The category of aspect is concerned with the internal character of the process denoted by the verb:
the process can be durative (i.e. considered as continuing or as being in progress) or non-durative
(i.e. considered as noncontinuing, or completed). Consider: John wrote letters yesterday. vs.John
wrote two letters yesterday.
As can be seen, the form wrote in the two sentences denotes two types ofprocess: durative and non-
durative. This is lexical aspect since wrote has no morphological, or grammatical markers that
would signal one or the other aspect. Thanks to its meaning peculiarities, write, depending on the
co-text, can denote either a process seen as developing or a process seen as accomplished.
Theoretical grammar is naturally concerned with grammaticalized aspective forms. Unfortunately,
English is only in a position to express duration grammatically (completion is expressed lexically).
However, duration expressed by the so-called progressive forms differs from the duration expressed
lexically. To see the difference, compare the following sentences:
John wrote letters yesterday. vs.
John was writing a letter when his wife returned.
Traditional grammarians analyze the sentences as follows: the durative process of wrote is not tied
to a specific moment, i.e. the duration of the process is not specific in this respect. But the process
of was writing concerns a specific moment — when his wife returned. Specific duration is relatively
short duration, i.e. the process is viewed as temporary. Cf. He walks to work every morning. vs. He
is walking to work now/this week. The moment the progressive form is connected to may denote a
short or a relatively long period (now vs. this week, this year) treated as specific point of time. Can
yesterday be treated as such a point? It can if the process occupied the whole period denoted by the
adverbial, e.g. John was writing all day yesterday. The same is true of tomorrow and other temporal
adverbials, e.g. John will be writing all day tomorrow. As the process denoted by the progressive
form is specific, the present, past and future forms can be referred to as the real present, the real past
and the real future compared to the corresponding non-progressive forms which generally denote
habitual situations (e.g. John walks to work).
What has been said about the progressive aspect so far is somewhat superficial: it fails to reveal the
inherent (the invariant) function of the progressive: the progressive is used to present a durative
situation as dynamic, or developing. Consider:
1. John is working in the library.
2. This process has been going on ever since the beginning of time.
Dynamic durative situations are specific, i.e. they are tied to a particular moment; they include the
moment and do not overstep its temporal boundaries. Thus, when we say John is working in the
library, we merely indicate what John is doing at the moment of speaking. Our experience tells us
that John must have started working before this moment and, consequently, he is now in the middle
phase of the process. It will be obvious, however, that this is only an implicature and has nothing to
do with the meaning of the progressive. The phases of the process can be explicitly expressed in the
co-text only. Consider:
1. Mother was just boiling water when the telephone rang (the beginning phase).



2. Between 10 and 12 | was working in the library (the beginning, the middle and the terminal
phases).

Being confined to a particular moment, dynamic durative situations are of relatively limited
duration, the limit being established by appropriate temporal circumstances (now, today, this week,
this month, this year, this century, this millennium, etc.). As for non-specific (i.e. habitual) durative
situations, their duration is not restricted in this way: they are typically restricted by circumstances
denoting the frequency of the process, e.g. John works in the library every day, where every day
indicates that we are dealing with a multiple situation rather than a singularly situation. Such
circumstantial elements as this week, this month may be said to express a multiple situation as well:
this week = seven weekdays. This is true, but such circumstances, when they combine with the
progressive, are interpreted as singularly points of time.

The category of aspect, then, consists of two members: progressive and non-progressive. The
progressive form is marked and the non-progressive is unmarked. Outside the co-text, the unmarked
form denotes non-specific duration or non-duration, or completion. Consider:

Mother was reading old letters yesterday (specific duration).

Mother read old letters yesterday (non-specific duration).

Mother read two old letters yesterday (non-duration).

Progressive forms are relatively new forms in English. According to B. Ylyish, in Anglo-Saxon
(700 A.D. — 1100 A.D.) such forms did not exist: the aspective meanings were actualized by the co-
text. The first instances of the progressive aspect appear in Middle English (1100 — 1500); they
were still rare in Early Modern English (in the 17th and 18th centuries). In the 17th century they
were considered a feature of spoken English and were not used in poetry. William Wordsworth
(1770 — 1850) was the first to use progressive forms in his poem Written in March (1802):

The cork is crowing,

The stream is flowing.

The cattle are grazing,
Their heads never raising.

Small clouds are sailing,

Blue sky prevailing;

The rain is over and gone!

According to B. Ylyish, “at this time this use of continuous forms in poetry seemed very bold and
almost vulgar”. With regard to the category of aspect, verbs are divided into two categories: those
that have not aspect opposites and those that have. To the first category belong stative verbs
(mental, relational, and existential); to the second category belong process, achievement, and
accomplishment verbs. That stative verbs are not used in the progressive form is a statement we
usually find in reference grammars. However, actual usage does not bear it out. Theoretically, any
verb can express specific dynamic duration. Consider a few examples taken from Henryk Katuze:

1) “For the moment I'm believing him,; he’d better turn out to be right”.

2) “The trouble is that were disregarding Roosevelt’s advice; we re fearing fear itself™.

3) “First she likes this and then she likes that; right now she’s liking Marlon Brando ™.

4) “He’s loving Jane this week”.

5) “Did you hurt yourself?” “Well, ['m seeing stars, but otherwise I'm all right”.

6) “I'm understanding gender in the limited sense”.

7) “He is putting his pen down”.

To these examples we can add the so-called behavioural process sentences, such as John is being
foolish. Cf. John is foolish. The first sentence describes John’s temporary state (i.e. he is acting
foolishly at a specific moment), while the second sentence speaks of John’s permanent state (i.e. he
generally acts foolishly).

As can be seen, the progressive form has the effect of dynamizing the process; i.e. owing to it the
process can be viewed as developing. Process (atelic) verbs (i.e. verbs denoting duration) are
dynamic verbs and, consequently, can be used in the progressive form without any restrictions.



More problematic are achievement verbs (i.e. verbs denoting the initial or the final phase of the
process). Such verbs resemble momentary, or point-action verbs. Consider:

He started singing.

He finished singing.

The verbs start and finish denote relatively short duration and are not the best candidates for the
progressive form. However, when we wish to ‘stretch out’ the process, or increase its duration, we
can do it using the progressive form:

He is starting singing.

He is finishing singing.

Take other, more common examples:

John is arriving at the hotel.

Mary is winning.

The verbs arrive and win are achievement verbs: they denote the final phaseof the process. When
used in the progressive form, they implicate the middle phase of the process, e.g. Mother is boiling
the water.
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3aHATTH:

[lepeBiputu gomMainHe 3aBaanHs. [loBTropuTH rpaMaTH4Hy TEMY.
Oo6rosoputu nutadss Bip. 7 crp. 7 (Coursebook).
BBenenns rpamatryanoi Temu ctp. 126 (Coursebook).

Y3arajibHeHHs Ta CMCTeMAaTH3alis BMiHb | HABUYOK:
ABTOMaTH3allis rpaMaTHYHOTO Matepiany Bmp. 4-5 c1p.9

IlinBeneHHs1 MiACYyMKIiB 3aHATTSA: OrOJIONICHHS OI[HOK Ta JOMAIIHbOTO 3aBJAaHHS Ha
HACTYITHE 3aHATTS.

Jlomarinne 3aBaanus Brp. 5-8 crp.5 (Workbook).

IpakTuyHe 3aHaTTA Ne 3
Po3moBHa Tema “Xapu3zmaTuyHi 0COOUCTOCTI”.
I'pamaTuka: TenepimHiii Heo3HaueHu yac. TenepimHid TpUBAIUN Yac.

Merta 3aHATTSI: OBOJIOJITH JICKCHYHUM MaTepialioM 10 TeMi 3aHATTs, 3aCBOITH TpaMaTUIHUN
Marepial, PO3BUTOK HABMYOK MHUChMA, BMITH BHKOPHCTOBYBATH CBOI 3HAHHS Ha IMPAKTHIIN: Y
MOHOJIOTIYHOMY MOBJIEHHI Ta A1aj03i, YCHO Ta MTUChbMOBO.

AKTyani3aliss ONOPHUX 3HAHb: BOJIOJIHHS JISKCHYHUM MaTepiajioM 3 TeMH 3aHATTS HaJae
MOJKJIMBICTh CTY/IEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH O€Cii PO MOToy Ta MOTOHI SBUILA.

3MICT OCHOBHOI YaCTHHHU 3aHATTH:

[lepeBiputu nomainHe 3apiaHHs. [IoBTOpUTH rpaMaTUYHY TEMY.
O6roBoputu nutanns Brp. 1 ctp.8 (Coursebook).
[MepeBiputu po3yminns ciiB: familiar, to last, to melt, scary, to burst, community.
OmnparwroBaTh TEKCT CTP. 8.
Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABUYOK:




Bukonatu BripaBu 10 TeKCTy (BIp. 2a-C cTp. 8).
Po6oTa Haj cloBHHUKOBHMM 3amacoMm (Brp. 3a-b ctp. 9).
IlinBeneHHs1 WiACYMKIiB 3aHATTS: OTOJIONICHHS OI[IHOK Ta JOMAIIHROTO 3aBJAaHHS Ha
HACTYITHE 3aHATTS.
Jlomarinne 3aBaanus Bop. 1-8 ctp. 6-7 (Workbook).

HpakTnyne 3aHATTA Ne 4
Po3moBHa Tema “TlopiBHsuTbHE ece”
I'pamaruka: TenepimHiii Heo3HaueHu# yac. TenepimHii TpuBamuii yac.

Merta 3aHATTS: OBOJIOITH JICKCHYHUM MaTepialloM O TeMi 3aHSATTs, 3aCBOITH TpaMaTUYHHUN
Marepiai, PO3BUTOK HAaBHYOK MHUChMA, BMITH BHUKOPHCTOBYBATH CBOi 3HAHHS Ha TMPAKTHIN: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCBMOBO.

AKTyaJii3anisi ONOPHUX 3HAHB: BOJIOJIHHS JEKCUYHUM MaTepiajioM 3 TEMHU 3aHSTTS Halae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISITH 1 MIATPUMYBATH O€C1M PO MOTOAY Ta MOTO/HI SBUILA.

3MiCT OCHOBHOI YaCTHHHU 3aHATTA:

[lepeBipuTu AOMAIITHE 3aBAAHHSIL.
Posrnsuytu doto Ha ctp. 10-11 (Coursebook).
¥Y3arajbHeHHs Ta cHCTeMaTU3allis BMiHb | HABUYOK:
Bukonaru Brip. 1-2 ctp. 10. AyniroBanus Brp. 3 ctp. 10-11 (Coursebook).
OmnpaitoBaHHsI JISKCHKH (ITOTO/PKEHHS — HENoro/pkeHHs). Bukonaru Brp. 4a - 6b crp. 11, Bop.S
ctp. 127. Bukonaru Bmp. 7-8 ctp. 11.

IlinBeneHHs1 MiACYyMKIiB 3aHATTS: OTOJIONICHHS OIMIHOK Ta JOMAIIHHOTO 3aBJaHHS Ha
HACTYITHE 3aHATTS.

JHomanrue 3aBnanns Brop. 1-4 ctp. 8 (Workbook).

IpakTuyHe 3aHATTA Ne S
Po3moBHa Tema “IlomopoxyBaHHs 1 TYpu3M™
I'pamaTuka: TenepimHiii Heo3HaueHU yac. TenepinHid TpuBaIui yac.

Meta 3aHATTS: OBOJIOJITH JIEKCHYHUM MaTepiajioM MO TEeMi 3aHATTS, 3aCBOITHM I'paMaTUYHMMA
Marepiadi, PO3BUTOK HaBUYOK IMHChMA, BMITH BHUKOPHUCTOBYBATH CBO1 3HAHHS Ha MPAKTHUIIL: Y
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta THChMOBO.

AKTyaJi3alisi ONOPHUX 3HAHb: BOJIOJIHHS JIGKCUYHUM MaTepiajoM 3 TeMH 3aHATTSA HaJae
MOXJTMBICTB CTYJICHTY BUIbHO PO3MOBIIATH 1 MIATPUMYBATH OECiIU TIPO MOTOy Ta IMOTO/IHI SBHIIA.

3MiCT OCHOBHOI YACTHHHM 3aHATTH:
Bukonatu Brip.1 ctp. 12 (Coursebook).
Y3arajbHeHHs Ta CMCTeMATH3alisi BMiHb | HABHYOK:
[HauBIAyanTsHO BUKOHATH BHp. 2 cTp. 12..
Bukonatu Brip.3, 4 ctp.12 B napax.
IlinBeneHHs1 WiACyMKIiB 3aHATTSA: OrOJIONICHHS OI[HOK Ta JOMAIIHBOTO 3aBAAaHHS Ha
HACTYITHE 3aHATTS.

IpakTnyne 3aHATTA Ne 6
Po3moBHa Tema“Jlocnimkenns T.Xeiepnana”.
I'pamaTuka: TenepimHiii Heo3HaueHU yac. TenepintHii TpuBaIui vac.

MeTta 3aHATTS: OBOJIOJITH JIGKCHUYHUM MaTepiajioM MO TEeMi 3aHATTS, 3aCBOITH TpaMaTUYHHIMA
Marepiad, PO3BUTOK HAaBUYOK MHUChMa, BMITH BHUKOPHUCTOBYBATH CBO1 3HAHHS Ha MPAKTHUIl: Y
MOHOJIOTIYHOMY MOBJIEHHI Ta A1ajo3i, yCHO Ta MHUCHMOBO.

AKTyaJi3aiisi OnOpHUX 3HAHB: BOJIOJIHHS JIEKCUYHUM MarepiajoM 3 TeMH 3aHATTS HaJae
MOJKJIMBICTh CTY/IEHTY BUIBHO PO3MOBJISTH 1 MIATPUMYBATH O€Ciiy PO MOroy Ta MOTOHI SBUILA.

3MiCT OCHOBHOI YACTHHM 3aHATTH:

Bukonaru Brip.5 ctp. 12 (Coursebook).
Y3arajibHeHHs Ta cMcTeMaTH3allis BMiHb | HaBU4YOK: Bukonartu Bip. 6-8 ctp. 12




IlinBeneHHs MiICYMKIB 3aHAITTSA: OTOJIONICHHS OI[IHOK Ta JOMAIITHHOTO 3aBIAaHHS HAa HACTYITHE
3aHATT.

IpakTHyHe 3aHATTA Ne /
Po3moBHa Tema “biorpadiunuii Hapuc”.
I'pamaruka: MuHynnii HEO3HAYEHUH Yac.

Meta 3aHATTSA: OBOJIOJITH JISKCHYHUM MaTepiajioM IO TeMi 3aHSTTA, 3aCBOITH T'paMaTHYHHMA
Marepiai, PO3BUTOK HAaBHYOK MHChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS Ha TNPAaKTHIN: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCBMOBO.

AKTyanizaniss ONOPHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTEpiaioM 3 TEMHU 3aHATTS HAJa€e
MOJKJIMBICTB CTYICHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH O€Ciiy PO MOTO/1Y Ta MOTOHI SBUIIA.

3MiCT OCHOBHOI YaCTHMHHU 3aHATTH:

[lepeBipuTn HOMAIIHE 3aBIaHHS.
Beenennss temu 3aHATTSA. BuOpartu nekiibka BiIOMUX JIOJEH, SKUX J0OpEe 3HAIOTH CTYACHTH.
3anmuTaTi CTYJICHTIB, YOMY BOHHM BijgoMi. Pa3om 3 iMeHamu HamucaTH Ha JOIINi cioBa "inspiration,
inspire, inspirational". BusiuTu ix po3yminns. Bukonatu Bnpasu 1-2 ctp. 14 (Coursebook).
¥Y3arajbHeHHs Ta cUCTeMaTU3allist BMiHb i HABUYOK:

AyniroBanns Brp. 3 ctp. 14 (Coursebook).
PoGoTa Ham TEKCUKOIO: TPUKMETHHKH, 1110 OMMMUCYIOTh OCOOUCTICTH:
dedicated, determined, friendly, hard-working, helpful, inspirational, kind, lovely, patient, talented.
Bukonatu Bripasu 4a,b ctp. 14 (Coursebook).
BBenenns rpamatrudoi remu "Past Simple" ctp. 128 (Coursebook).
ABTOMaTH3aIlis TpaMaTHIHOTO Matepiany Bmp. 5-7 ctp. 15

IlinBeneHHs1 MiACYyMKIiB 3aHAITTS: OTOJIONICHHS OIMIHOK Ta JOMAIIHHOTO 3aBIaHHS Ha
HacTymHe 3aHaTTs. JJomainHe 3aBaanus Bop. 1-7 crp. 10-11 (Workbook).

IpakTnyne 3aHATTA Ne 8
Po3moBHa Tema “Tlomopox o mycreni”.“OcBITHS TOAOPOXK
I'pamatuka: MuHynuii HeO3HAYEHUI Yac.

Merta 3aHSITTS: OBOJIOJITH JISKCHYHUM MaTepiajioM IO TeMi 3aHSTTS, 3aCBOITH T'paMaTHYHHMA
Marepial, PO3BUTOK HABHYOK NMHUChMA, BMITH BHKOPHCTOBYBATH CBOi 3HAHHS Ha TPAKTHUIN: Y
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta TUChMOBO.

AKTyai3aniss OmMOpHUX 3HAHb: BOJIOJIHHS JICKCHYHUM MAaTepialloM 3 TEMHU 3aHATTS HA/Ia€e
MOXJIMBICTB CTYJICHTY BUIbHO PO3MOBIIATH 1 MIATPUMYBATH OECiIU TIPO MO0y Ta IMOTOJIHI SBHIIA.

3MicT OCHOBHOI YACTHHM 3aHATTH:

[epeBiputu gomaiine 3aBaanus, ctp. 16, Coursebook.

¥Y3arajibHeHHs Ta CHCTeMAaTH3alis BMiHb | HABUYOK:

Bukonatu BripaBu 10 Tekcty (Bmp. 1-3 crp. 16, Coursebook ),ctp. 128 (Coursebook).
ABTOMaru3allis rpaMatuuHoro marepiany Bmp. 4-5 ctp. 17 (Coursebook).

IlinBeneHHs1 MWiACYMKIiB 3aHATTSA: OTOJIOIICHHS OIIIHOK Ta JOMAIHBOTO 3aBJaHHS Ha

HacTymHe 3aHaTTs. JlomarnHe 3aBaansst Brp. 1-7 crp. 12-13 (Workbook).

IIpakTuyne 3aHaTTa Ne 9
Po3moBHa Tema “Pi3Hi nmpodecii”.
I'pamartuka: TenepimHiii neppekTHUI TpUBaIMiA Yac
Merta 3aHATTA: OBOJOMITH JEKCUYHMM MaTepiajJoM IO TeMI 3aHATTs, 3aCBOITH TpaMaTUYHUN
MmaTepiai, PO3BUTOK HaBMUYOK MHChbMA, BMITH BHUKOPHCTOBYBAaTH CBOi 3HAHHS Ha NpPaKTHII: Y
MOHOJIOTTYHOMY MOBJIEHHI Ta J11ajio31, YCHO Ta MUCbMOBO.
AKTyanizanis ONOPHUX 3HAHb. BOJIOJIHHS JIGKCHYHMM MaTepiaioM 3 TEMHU 3aHATTS HaJae
MOJKJIMBICTh CTY/IEHTY BUIBHO PO3MOBJISTH 1 MIATPUMYBATH O€Cii PO MOToy Ta MOTOHI SBUILA.
3MIiCT OCHOBHOI YaCTHHHU 3aHATTH:
[lepeBipuTy AOMAIIIHE 3aBAAHHS.
AypniroBaHHS, pO3BUTOK HABUYOK YCHOTO MOBIIEHHS (BIIp. 8 8,b,C ctp. 17)




VY3arajabHeHHs Ta cCHCTeMaTH3alisi BMiHb | HABHYOK:
ABTOMaTH3aIlis rPaMaTHYHOTO MaTepiany. BukonaHnHs BIpas.
IlinBeneHHs miacyMKiB 3aHATTA: OTOJIOIICHHS OIIIHOK Ta JOMAIIHBOTO 3aBJAHHS Ha HACTYITHE
3anaTTs. JlomamHe 3aBnanns Brp. 1-7 crp. 12-13 (Workbook)

IpakTuune 3auaTTa Ne 10
Po3moBHa Tema [IpanesnamryBanHs.
I'pamaruka: TenepimHiii neppeKTHUN TPUBAIHIN Yac.

Meta 3aHATTSA: OBOJIOJITH JISKCHYHUM MaTepiajioM IO TeMi 3aHSTTA, 3aCBOITH T'paMaTHYHHHA
Marepiai, PO3BUTOK HAaBHYOK MHUChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS HA MPAKTUI: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iaji03i, YCHO Ta MUCBMOBO.

AKTyani3anis ONOpPHUX 3HAHb: BOJIOJIHHS JIGKCHYHMM MAaTepiaioM 3 TEMHU 3aHATTS HAJa€e
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISITH 1 MIATPUMYBATH OECIIH.

3MiCT OCHOBHOI YaCTHMHHU 3aHATTA:

Bukonaru Bripasu 1-2 ctp. 18 (Coursebook).

¥Y3arajbHeHHs Ta cHCTeMaTU3alisi BMiHb | HABUYOK:
AyniroBanns Brp. 4 ctp. 18 (Coursebook). BinnosicTu Ha 3anmuTaHHS:
Bukonatu Bripasu 5a - d ctp. 19 (Coursebook).

IlinBeneHHs1 miACyMKiB 3aHSITTA: OTOJIONICHHS OIIHOK Ta JOMAIIHhOTO 3aBIaHHA Ha
HacTymHe 3aHaTTs. JJomainHe 3aBaanus Bop. 1-5 crp. 14 (Workbook).

IpakTHyHe 3aHATTA Ne 11
Po3moBHa Tema “Most maitbyTHs ipodecis”™
Meta 3aHATTS: OBOJIOJITH JIEKCHYHUM MaTepiajloM MO TEeMi 3aHATTS, 3aCBOITHM I'paMaTUYHUM
Marepia, PO3BHUTOK HABUYOK INMHMChMa, BMITH BUKOPHCTOBYBATH CBOi 3HAHHS Ha TPAKTHIIN: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta /111031, YCHO Ta TUChMOBO.
AKTYyaJji3aiisi OonopHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTEpiaioM 3 TEMHU 3aHATTS HaJa€
MOXJIMBICTB CTYJICHTY BIJIBHO PO3MOBIISITH 1 MIATPUMYBATH O€CiI MTPO MOTOIY Ta MOTO/IHI SBUIIA.
3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
[lepeBipuTu AOMAIITHE 3aBAAHHSL.
AyniroBanus Brp. 1a — 2b ctp. 20 (Coursebook).
Y3arajbHeHHs Ta cHCTeMaTH3alisi BMiHb i HaBu4oK: Brp. 3 cTp. 20).
IlinBegeHHs MiACYMKIB 3aHATTA: OTOJIONICHHS OI[IHOK Ta JOMAUIHHOTO 3aBIaHHsS Ha HACTYIIHE
3ansaTTa. Jlomaine 3aBaands Bop. 1 crp. 15 (Workbook).

IIpakTnyHe 3aHaTTa Ne 12
Po3moBHa Tema ““‘CriBOecina. Pesrome”.
I'pamaTuka: TenepimHiid nepdeKTHUIN TpUBAIHIA Yac.
Meta 3aHATTSI: OBOJIOJITH JICKCHYHUM MAaTEepiajoM IO TEeMi 3aHATTS, 3aCBOITH IpaMaTHYHUI
Martepia, PO3BUTOK HABHYOK MMHUChMA, BMITH BHKOPHCTOBYBATH CBOi 3HAHHS Ha MPAKTHII: Y
MOHOJIOTIYHOMY MOBJICHHI Ta A1aj031, YCHO Ta MTUCbMOBO.

AKTyami3anisi OmMOpHUX 3HAHb: BOJIOJIHHS JICKCHYHUM MAaTepialloM 3 TEMHU 3aHATTS HAJa€e
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISITH 1 MIATPUMYBATH O€Ciii PO MOro1y Ta MOTO/IHI SIBUIIIA.

3MicT OCHOBHOI YACTHHH 3aHATTH:
Tekct nHa ctp. 21 (Coursebook)

Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABHYOK:
Buxonaru Brip. 4-7 ctp. 21 (Coursebook).

IlinBeneHHs1 mMiACYyMKIiB 3aHATTS: OTOJIOUICHHS OI[HOK Ta JOMAIIHbOTO 3aBJaHHS Ha

HACTYITHE 3aHATTS.

IIpaxTuyne 3auarTsa Ne 13
Po3moBHa Tema ‘“Po0OoTa Ha BifgcTaHi”.
I'pamaruxka: TenepimHiit nephexTHUIA TPUBAIMIA Yac.




Meta 3aHSTTA: OBOJIOJITH JISKCHYHUM MaTepiajoM IO TeMi 3aHSTTA, 3aCBOITH I'paMaTHYHHMA
MaTepiai, PO3BUTOK HAaBHYOK MHCHhMA, BMITH BHKOPHCTOBYBATH CBOi 3HAHHS HA MPAKTHII: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCbMOBO.

AKTyanizanis ONOPHUX 3HAHb: BOJIOJIHHS JIGKCHYHMM MAaTEpiaioM 3 TEMHU 3aHATTS HAJae
MOJKJIMBICT CTYIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oeciiu.

3MiCT OCHOBHOI YaCTHHHU 3aHATTH:
[lepeBipuTy HOMAIIHE 3aBAaHHSI.

¥Y3arajbHeHHs Ta cHCTeMaTU3alisi BMiHb | HABUYOK:
OmnpairoBanHs HOBUX citiB. Bukonaru Bmp. 1a,b ctp. 22 (Coursebook).
PoOora 3 TekcToMm, BripaBu Ha po3yMiHHs (Brp. 28,b ctp. 22-23).
AyniroBanns Brp. 3a, b ctp. 22 (Coursebook).
Beenenns rpamaruunoi Temu "Articles" crp. 130 (Coursebook).
ABTOMaTu3alist rpamMmaTHuHOTO Matepiany Brp. 4-5 ctp. 23 (Coursebook).

IlinBeneHHs1 mMiACYyMKIiB 3aHATTSA: OTOJIONICHHS OIIIHOK Ta JOMAIIHHOTO 3aBIaHHS Ha

HacTymHe 3aHaTTs. JJomamHe 3aBaanns Brp. 1-6 crp. 16-17 (Workbook).

IpakTHyHe 3aHaTTa Ne 14
Po3moBHa Tema “BakantHa nocana’”.
I'pamaTuka: TenepimHiii neppekTHUI TpUBaIUK yac y 31CTaBICHHS 3 TEHEPIIHIM NepPeKTHUM
4acoM.
Mera 3aHATTS: OBOJIOAITH JIEKCHYHUM MaTepiajoM MO TeMi 3aHSTTS, 3aCBOITH TI'paMaTUYHHM
Marepiadi, PO3BUTOK HaBUYOK IMHCbMa, BMITH BHUKOPHUCTOBYBATH CBOI 3HAHHS Ha MPAKTULI: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta THCEMOBO.

AKTyaJi3anisi ONOPHUX 3HAHB: BOJIOJIHHS JIEKCHYHUM MaTepiajoM 3 TeMH 3aHATTS HaJae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIIATH 1 MIATPUMYBATH OECiIH.

3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
[lepeBipuTu AOMAIITHE 3aBAAHHSL.

Y3arajbHeHHs Ta CHCTeMAaTH3alis BMiHb | HABUYOK:
Po6ora 3 TexcToM .
Job Vacancy for a quarter refers to the number of unfilled posts at the end of the quarter for which
an establishment is actively recruiting employees from outside the establishment. They exclude:

e Positions for which the employees have been appointed but not yet
commenced duty; or
e Positions open only to internal transfers or promotions.

Recruitment action to fill a post includes advertising in newspapers, posting notices on Internet
(e.g. online job banks), making “word-of-mouth announcements”, soliciting employees through
employment agencies or job fairs, contacting or interviewing registered job applicants.

Job Vacancy Rate for a quarter is defined as the total number of job vacancies divided by the total
demand for manpower at the end of the quarter.

The total demand for manpower is defined as the sum of the number of employees and job
vacancies at the end of the quarter. The annual figures are the simple averages of the quarterly
figures.
Job Vacancy to Unemployed Ratio is the ratio of the estimates of the total number of job vacancies
for the whole economy to the total number of unemployed persons. The job vacancies for the whole
economy is estimated based on the assumption that private sector establishments with less than 25
employees have the same vacancy rate as private establishments with 25-49 employees. Estimates
on the total number of unemployed persons are obtained from the Labour Force Survey.
IlinBeneHHs1 MiICYMKiB 3aHATTS: OTOJIOIICHHS OIIIHOK Ta OMAIIHBOTO 3aBlaHHS Ha
HACTYITHC 3aHATT:.

IIpakTrune 3auaTTs Ne 15




I'pamaruxa: TenepimHiii nepdekTHul TpuBaIMii dYac y 3ICTaBIEHHS 3 TEMEPilIHIM
nep(eKTHUM YacoM.

Meta 3aHSITTS: OBOJIOJITH JIEKCHYHUM MaTepiajioM IO TeMi 3aHSTTA, 3aCBOITH I'paMaTHYHHHA
MaTepiai, PO3BUTOK HAaBHYOK MHChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS Ha NPAaKTHII: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MHUChMOBO.

AKTyani3zaniss ONOpPHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTepiaioM 3 TEMHU 3aHATTS HAJae
MOJKJIMBICTB CTYIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oeciiu.

3MiCT OCHOBHOI YaCTHHHU 3aHATTH:
[lepeBipuTy HOMAIIHE 3aBJAAaHHSI.
Pob6ora 3 Texcrom ctp. 25 (Coursebook).

¥Y3arajbHeHHs Ta cUcTeMaTu3alisi BMiHb | HABUYOK:
Bukonatu BripaBu 1o Tekcry (Brp. 1-4 ctp. 24, Coursebook ).
OmnparrroBaHHs JISKCHUYHUX OTUHMIIB 3 TemHu (Brp. 5 a,b ctp. 24, Coursebook ).
Ctp. 130 (Coursebook).
ABTOMaTu3aIlist rpaMaTHYHOTO MaTepiany Brp. 6-8 ctp. 25 (Coursebook).

IlinBeneHHs1 mMiACYyMKIiB 3aHATTSA: OTOJIONICHHS OIIIHOK Ta JOMAIIHHOTO 3aBIJaHHS Ha

HacTymHe 3aHaTTs. JJomamHe 3aBaanus Bop. 1-8 crp. 18-19 (Workbook).

IpakTnune 3anaTTsa Ne 16
Po3moBHa Tema “Mo3koBUI ITypM™ .
I'pamaTuka: TenepimHiil neppekTHUN TPUBAIMA Yac y 31CTaBICHHS 3 TEHEPINIHIM MepPEeKTHUM
4acoM.
Mera 3aHATTS: OBOJIOAITH JIEKCHYHUM MaTepiajloM MO TeMi 3aHSTTs, 3acCBOITH TpaMaTHYHUN
Marepia, PO3BHUTOK HABUYOK IMMHMCHhMa, BMITH BHUKOPHCTOBYBATH CBOI 3HAHHS Ha MPAKTHII: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta /11a1031, YCHO Ta MHCbMOBO.

AKTYyaJji3aiisi OonoOpHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTEpiaioM 3 TEMHU 3aHATTS HaJa€
MOXJIMBICTB CTYJICHTY BUITbHO PO3MOBIIATH 1 MIATPUMYBATH OSCiTH.

3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
[lepeBipuTu AOMAIITHE 3aBAAHHSL.
AyniroBanHs BIp. 23, b ctp. 26; Brp. 44, b ctp. 26 (Coursebook). Iepen ayairoBanHSIM mepeBipuTH
3aCBOEHHS JICKCUKH.

Y3arajibHeHHs Ta CHCTeMAaTH3alis BMiHb | HABUYOK:
Po6oTa 3 dpazamu ctp. 130. OnpamroBanns ¢pa3 B KoHTEeKCTi Bip. Sa-d crp. 27
Po6oTa B mapax 3a curyaiismu "Tlnanyroun Tenesisiiiny nporpamy”. Bukonatu Brp. 6 a-d crp. 27
(Coursebook).

IlixBeneHHs1 MiACYyMKIiB 3aHSITTS: OTOJIONICHHS OIMIHOK Ta JOMAIIHhOTO 3aBIaHHS Ha

HacrymnHe 3auatTs. Jomainne 3apaanss Brp. 1-3 crp. 20 (Workbook).

IIpakTHune 3aHATTA Ne 17
Po3moBHa Tema “BuBdeHHsa MOB”.
I'pamaTuka: MaiiGyTHi popmu.
MeTa 3aHATTA: OBOJIOJITH JICKCHYHUM MaTepiaioM IO TEeMi 3aHATTs, 3aCBOITM T'paMaTHYHUN
Marepian, PO3BUTOK HAaBUYOK IMHChMA, BMITH BHUKOPHUCTOBYBATH CBO1 3HAHHS Ha MPAKTHUIIL: Y
MOHOJIOTIYHOMY MOBJICHHI Ta A1aj03i, YCHO Ta MUCbMOBO.

AKTyaJi3aiisi ONOPHUX 3HAHB: BOJIOJIHHS JIEKCUYHUM MaTepiajJoM 3 TeMH 3aHATTS HaJae
MOJKJIMBICTh CTYI€HTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oeciiu.

3MicT OCHOBHOI YACTMHH 3aHSATTS:
3anuTaté CTYACHTIB, K 4YaCTO BOHHU MpAIlOIOTh B Mapax abo rpynax. BusButw, skum BuUIaM
poOOTH BOHU HA/IalOTh MEpeBary.
AynitoBaHHS BHp. 2a cTp.28.

Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABHYOK:
Bukonaru Brip. 2b — 4 ctp. 28 (Coursebook).




IlinBeneHHs MiICYMKIB 3aHAITTSA: OTOJIONICHHS OI[IHOK Ta JOMAIITHHOTO 3aBIAaHHS HAa HACTYITHE
3aHATT.

IpakTnune 3anaTTsa Ne 18
Po3moBHa Tema “Pi3Hi MOBH — Pi3Hi KyIbTYpH .
I'pamaruka: MaiiOytHi popmu.
Merta 3aHATTA: OBOJOMITH JIEKCHYHHM MaTepiajoM IO TeMi 3aHSTTS, 3aCBOITH TpaMaTUYHUN
Marepiai, PO3BUTOK HAaBHYOK MHChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS Ha TNPAaKTHIN: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCHMOBO.
AKTyani3aniss ONOPHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTEpiaioM 3 TEMHU 3aHATTS HAJae
MOJKJIMBICTB CTYIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oeciiu.
3MicT OCHOBHOI YACTHHM 3aHATTS:
[lepeBipuTn HOMAIIHE 3aBIaHHS.
Bukonatu Brip.1a,b ctp.32 (Coursebook).
[IpounTaru i BUKOHATH 3aBIaHHs BIp. 2 cTp. 32.
AyniroBanus Brp. 3a, b crp. 33.
ABTOMaTH3aIlis HaBHYOK 3 TpamMaTiyHoi Temu cTp. 132 (Coursebook).
Y3arajbHeHHSl Ta CMCTeMATH3allisi BMiHb | HABUYOK:
ABTOMaTu3aIlist rpaMaTHYHOTO MaTepiany Brp. 4 - 5crp. 33 (Coursebook).
IlinBeneHHs1 miACyMKIiB 3aHSITTA: OTOJIONMIEHHS OINHOK Ta JOMAIIHBOTO 3aBJAaHHS Ha
HacTymHe 3aHaTTs. JlomaiHe 3aBaanus Bop. 1-4 crp. 22 (Workbook).

IpakTnune 3anatTsa Ne 19
Po3moBHA Tema ‘“MoBH, 10 3HUKAIOTH .
I'pamaTuka: MaiiGyTH1 popmu.
Merta 3aHAITTS: OBOJOITH JICKCHYHHM MaTrepiajJoM IO TEeMi 3aHATTS, 3acBOITH TpaMaTWIHHNA
Marepial, PO3BUTOK HABHYOK MHUChMA, BMITH BHKOPHCTOBYBATH CBOi 3HAHHS Ha TNPAKTHIN: Y
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta TUChMOBO.

AKTyami3aniss OMOPHUX 3HAHb: BOJIOJIHHS JICKCHYHHM MAaTepialioM 3 TEMH 3aHSITTs Hajae
MOXJIMBICTB CTYJICHTY BUTHHO PO3MOBIIATH 1 MIATPUMYBATH OECiTH.

3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
[epeBipuTn HOMAaIIHE 3aBIaHHSI.
Po6oTa 3 Tekcrom "Health care in Saudi Arabia™ crp. 23 (Workbook).
Bukonatu BripaBu 10 Tekcty (Brp. 5-7 crp. 23, Workbook ).
ABTOMaTH3aIlist HABUYOK 3 rpamatnyHoi Temu ctp. 132 (Coursebook).

¥Y3arajibHeHHs Ta CMCTeMAaTH3alis BMiHb | HABUYOK:
ABTOMaTH3aIlist rpaMaTHYHOrO MaTepiany Brp. 3a-4 crp. 35 (Coursebook).

IlinBeneHHs1 MWiACYMKIiB 3aHATTA: OTOJIOIICHHS OIIHOK Ta JOMAIIHBOTO 3aBJaHHs Ha
HacTymHe 3aHATTs. JlomainHe 3aBaanus Bop. 2-4 ctp. 24 (Workbook).

IpakTuyne 3ansarTsa Ne 20
Po3moBHa Tema “MoBHUI TpEeHIHT .
I'pamaTuka: MaiiGytHi hopmu

Merta 3aHSITTS: OBOJIOJITH JICKCHYHUM MaTepiajioM IO TeMi 3aHSTTS, 3aCBOITH I'paMaTHYHHMA
Marepiad, PO3BUTOK HAaBUYOK MHUCHhMa, BMITH BHUKOPHUCTOBYBATH CBO1 3HAHHS Ha MPAKTHUIIL: Y
MOHOJIOTIYHOMY MOBJIEHHI Ta A1aj03i, YCHO Ta MTUChbMOBO.

AKTyaJi3aiisi OnopHUX 3HAHb: BOJIOJIHHS JIEKCUYHUM MarepiajJoM 3 TeMH 3aHATTS HaJae
MOJKJIMBICTh CTYIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH O€CiIH.

3MicT OCHOBHOI YACTHHM 3aHATTH:
[lepeBipuTH AOMAIITHE 3aBAAHHS.
Bukonaru Brip.1 ctp.34-35 (Coursebook).

Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABHYOK:
Bukonaru Bripasu 10 Tekcty (Brp. 2a-C ctp. 34-35, Coursebook ).




Po6oTa B mapax 3a curyauismu (Brp. 5 a-d ctp. 35 Coursebook).
IMinBeneHHs1 WiACYMKIB 3aHATTSA: OrOJIOIICHHS OIIIHOK Ta JOMAIIHBOTO 3aBJaHHSI Ha
HactymHe 3aHATTs. [lomainne 3apnanus Bop. 1, 5-9 crp. 24-25 (Workbook).

IpakTnune 3anatTTsa Ne 21
Po3moBHa Tema “BukiiaganHs MOB™.
I'pamaruka: MaiiOytHi popmu.
Merta 3aHATTS: OBOJOMITH JIEKCHYHHM MaTepiajoM IO TeMi 3aHSTTS, 3aCBOITH TpaMaTUYHUN
Marepiad, PO3BUTOK HAaBUYOK IMHMChMa, BMITH BHUKOPHUCTOBYBATH CBO1 3HAHHS Ha MPAKTHUIl: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCBMOBO.

AKTyaJi3aiisi OmOpHUX 3HAHBL: BOJIOJIHHS JICKCHYHUM MAaTEpiaJioM 3 TEMH 3aHSATTS HAJlA€
MOJKJIMBICT CTYIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oeciiu.

3MicT OCHOBHOI YACTHUHM 3aHATTS:
[TepeBipuTH JOMAITHE 3aBIAHHS.
AyniroBanus Brp. 23, b ctp. 26; Brp. 43, b ctp. 36 (Coursebook).

VY3arajbHeHHs Ta CHCTEeMATH3allisi BMiHb | HABHUYOK:
Po6oTa 3 dhpazamu ctp. 132. OnpamroBanss ¢pa3 B KoHTEKCTi (Brp. 5a-b, 6 ctp. 36 Coursebook)
Po6ora B mapax Bukonatu Brp. 7-8 ctp. 37 (Coursebook).

IlinBeneHHsn miACyMKIiB 3aHSITTA: OTOJIONIEHHS OINHOK Ta JOMAIIIHBOTO 3aBJAaHHS Ha
HacTymHe 3aHATTs. JloMmanine 3aBnanns Bop. 1-5 crp. 26 (Workbook).

InauBinyaabHe 3aHaTTa Ne 22
Po3moBHa Tema “CydacHi 3MIHH y MOBax pi3HHUX KpaiH
Mera 3aHATTS: OBOJIOAITH JIEKCHYHUM MaTepiajloM MO TeMi 3aHSTTS, 3acCBOITH TpaMaTHYHUN
Marepia, PO3BHUTOK HABUYOK INMHUCHhMa, BMITH BUKOPHCTOBYBATH CBOi 3HAHHS Ha TMPAKTHIIN: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta /111031, YCHO Ta TUChMOBO.
AKTYyaJji3aiisi OonopHUX 3HAHb: BOJIOJIHHS JIGKCHYHHM MAaTEpiaioM 3 TEMHU 3aHATTS HaJa€
MOXJIMBICT CTYJICHTY BIJIbHO PO3MOBIISITH 1 MIATPUMYBATH Oecinn
3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
Y3arajibHeHHs Ta CHCTeMAaTH3alis BMiHb | HABUYOK:
[IpesenTartist IPOEKTIB CTy/ICHTAMH HAa TEMY 3aHSTTSI.
IlinBeneHHs1 MiACYyMKIiB 3aHATTSA: OrOJIONICHHS OI[HOK Ta JOMAIIHbOTO 3aBJaHHS Ha
HACTYITHE 3aHATTS.

IIpakTHyHe 3aHATTA Ne 23
Po3MoBHa Y cBITI pexiiamu’.
I'pamaTuka: YmoBHi peuenns I tumy.
MeTta 3aHATTS: OBOJIOAITH JICKCHYHUM MAaTEepiajloM IO TEeMi 3aHSATTS, 3aCBOITH TpaMaTHYHUN
Martepia, PO3BUTOK HABHYOK MMHUChMA, BMITH BHKOPHCTOBYBATH CBOI 3HAHHS Ha IMPAKTHII: Y
MOHOJIOTIYHOMY MOBJICHHI Ta A1aj031i, YCHO Ta MUCbMOBO.

AKTyai3anisi OMOpPHUX 3HAHb: BOJIOJIHHS JICKCHYHUM MAaTepialloM 3 TEMHU 3aHATTS HAJa€e
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISATH 1 MIATPUMYBATH Oeciau

3MicT OCHOBHOI YACTHMHH 3aHSATTS:
O6rosoputu nutadss (Bop. 7 crp. 39, Coursebook ).
[Tpouwnrary, nepekiactu Email mosiky ta Bigmosicti Ha nutanHs (Bop. 8 ctp. 39, Coursebook).

Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABHYOK:
Po6ota 3 Brp. 9 ctp. 39, (Coursebook) srp. 10a,b-11 crp. 39 (Coursebook ).

IlinBeneHHs1 MiACyMKIiB 3aHATTSA: OTOJIONICHHS OI[IHOK Ta JOMAIIHBOTO 3aBIAaHHS Ha

HacTtymHe 3auaTTs. Hamucat Email momsky apyry.

IpakTuyne 3aHaTTa Ne 24
Po3moBHa Tema “3 icTopii pexkaamu’.
I'pamaruxa: YMoBHi peuenns 11 tumy.




Merta 3aHATTA: OBOJOITH JIEKCUYHMM MaTepiajoM IO TeMi 3aHATTS, 3aCBOITH TpaMaTUYHUN
MaTepiai, PO3BUTOK HAaBHYOK MHChMA, BMITH BHKOPHUCTOBYBATH CBOi 3HAHHS HA MPAKTHUII: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCbMOBO.
AKTyanizanis ONOPHUX 3HAHb: BOJIOJIHHS JIGKCHYHMM MAaTEpiaioM 3 TEMHU 3aHATTS HAJae
MOJKJIMBICT CTYIEHTY BUIBHO PO3MOBIISITH 1 MIATPUMYBATH O€Ciid PO MOTOAY Ta MOTO/IHI SIBUILA.
3MiCT OCHOBHOI YaCTHHHU 3aHATTH:
[lepeBipuTy HOMAIIHE 3aBAaHHSI.
OmnpartoBanHst HOBUX ciliB. Bukonaru Bip.1 a-b ctp.40 (Coursebook).
Poo6ora 3 Texcrom ctp. 40. Bukonaru BripaBu 1o Tekery 2a-b crp. 40 (Coursebook).
¥Y3arajbHeHHs Ta cUCTeMaTU3allisi BMiHb i HABUYOK:
AyniroBanus Brp. 3 a, b, ¢ ctp. 41 (Coursebook) crp. 134 (Coursebook).
ABTOMaTu3allis rpaMatuuHoOro Marepiainy Brp. 4-6 ctp. 41 (Coursebook).
IlinBeneHHs miACyMKiB 3aHSITTA: OTOJIONIEHHS OINHOK Ta JOMAIIHBOTO 3aBJAaHHS Ha
HacTymHe 3aHaTTs. JJomainHe 3aBaands Bop. 1-3, 8-9 crp. 28-29 (Workbook).

IpakTnune 3aHaTTsa Ne 25
Po3moBHa Tema “Pexnama i 1itu”.
I'pamaTuka: YMmoBHi peuenss 11 tumy.
Mera 3aHATTS: OBOJIOAITH JIEKCHYHUM MaTepiajloM IO TeMi 3aHSTTS, 3acCBOITH TpaMaTHYHUN
Marepian, PO3BUTOK HAaBUYOK MUCHhMAa, BMITH BHUKOPHUCTOBYBAaTH CBOi 3HAHHS Ha MPAKTHUII: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta TUCHMOBO.

AKTyaJi3alisi ONOPHUX 3HAHB: BOJIOJIHHS JIEKCHYHUM MaTepiajoM 3 TeMH 3aHATTS HaJlae
MOJKJIUBICTh CTYACHTY BUIBHO PO3MOBIISATH 1 MIATPUMYBATH Oeciau

3MiCT OCHOBHOI YACTHUHH 3aHATTS:
[TepeBipuTH HOMAIIHE 3aBIaHHS.
[ToBTOpHTH rpaMaTHUHuil MaTepian. Bukonaru Brp.1-3 crp. 135 (Coursebook).

Y3arajibHeHHs Ta CHCTeMAaTH3aLlis BMiHb | HABUYOK:
Po6ora 3 Tekcrom Bmp. 4 crtp. 28-29 (Workbook). Bukonaru BmpaBu 10 TekcTy 5-7 ctp. 29
(Workbook). Bukonaru Brip. 5 a,b ctp. 42 (Coursebook).

IlinBeneHHs1 miACyMKIiB 3aHSITTA: OTOJIONIEHHS OINHOK Ta JOMAIIHBOTO 3aBJAaHHS Ha
HacrymHe 3aHatTs. Jlomainne 3apaands Bop. 1, 6-8 crp. 30-31 (Workbook).

IpakTnyne 3aHATTa Ne 26
Po3moBHa Tema “PexiaMHe areHTCTBO .
I'pamaTuka: YmosHi peuenns I tumy.
Mera 3aHATTS: OBOJIOITH JICKCHYHHM MaTepiajoM IO TEMi 3aHSTTs, 3aCBOITH TpaMaTUYHUN
Marepial, PO3BUTOK HABHYOK MMHChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS Ha TMPAKTHIN: Y
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta TUChMOBO.

AKTyami3anisi OMOpPHUX 3HAHb: BOJIOJIHHS JICKCHYHUM MAaTepialloM 3 TEMHU 3aHATTS HAJae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISATH 1 MIATPUMYBATH Oeciau

3MicT OCHOBHOI YACTHHHM 3aHATTH:
[lepeBipuTy HOMAIIHE 3aBIaHHSI.
Bmp. 1a, b ctp. 42. Po6ora 3 Tekcrom ctp. 43 (Coursebook).

VY3arajbHeHHS TAa CHCTEMATH3alli BMiHb i HABUYOK:
Bukonaru BripaBu 10 Tekcty (Bp. 2 — 4 ctp. 42, Coursebook ).
Beenenns rpamarinunoi temu crp. 134 (Coursebook).
ABToMaTH3allis rpamMaTuuHOro Marepiany Brp. 4-6 ctp. 42-43 (Coursebook).

IMinBeneHHs1 MWiACYMKIiB 3aHSITTS: OTOJIOIICHHS OIIIHOK Ta JOMAIIHBOTO 3aBJaHHS Ha
HacTymHe 3aHaTTs. JlomainHe 3apnanss Brp. 6-8 crp. 30-31 (Workbook).

IpakTuyHe 3anaTTa Ne 27
Po3moBHa Tema “Peknama Ta KiHOIHIyCTpis ™.
I'pamatuxa: YMmoBHi pedenns I tumy.




Merta 3aHATTA: OBOJOMITH JIGKCHYHMM MAaTepiaJloM IO TeMi 3aHATTS, 3aCBOITH TpaMaTUYHUN
MaTepiai, PO3BUTOK HAaBHYOK NMHChMA, BMITH BHKOPHCTOBYBAaTH CBOi 3HAHHS Ha MPAaKTHII: Y
MOHOJIOTTYHOMY MOBJICHHI Ta J1iajio3i, YCHO Ta MUCbMOBO.

AKTyani3anisi ONOPpHHMX 3HAHb: BOJIOJIHHA JICKCHYHUM MAaTEpialioM 3 TEMH 3aHATTS HAJa€e
MOJKJIMBICTh CTYZIEHTY BUIBHO PO3MOBIISTH 1 MIATPUMYBATH Oecinu

3MiCT OCHOBHOI YaCTHHHU 3aHATTH:
[lepeBipuTy HOMAIIHE 3aBAaHHSI.

¥Y3arajbHeHHs Ta cHCTeMaTU3alisi BMiHb | HABUYOK:
Bukonatu Brip. 1a,b ctp. 44 (Coursebook).
AyniroBanus Brp. 2, 3 a, b, ¢ crp. 44 (Coursebook).
Bukonatu Brip. 4a,b ctp. 44-45 (Coursebook).

IlinBeneHHs MiACYMKIiB 3aHATTA: OTOJOIICHHS OIIIHOK Ta JOMAIIHBOTO 3aBJaHHS Ha
HacTymHe 3aHaTTs. JlomamHe 3aBaanus Bop. 1-3 crp. 32 (Workbook).

IpakTuune 3anaTTa Ne 28
Po3moBHa Tema ““Buau pexinamu’.
I'pamaTuka: YMmoBHi peuenss 11 tumy.
Mera 3aHATTS: OBOJIOAITH JIEKCHYHUM MaTepiajloM MO TEMI 3aHSTTs, 3acCBOITH TpaMaTHYHUN
Marepiadi, PO3BUTOK HaBUYOK IMHCbMa, BMITH BHUKOPHUCTOBYBATH CBOI 3HAHHS Ha MPAKTULI: Yy
MOHOJIOTIYHOMY MOBJICHHI Ta J11a1031, YCHO Ta TUCEMOBO.
AKTyaJi3anisi ONOPHUX 3HAHb: BOJIOJIHHS JIEKCUYHUM MaTepiajioM 3 TEMHU 3aHSTTS HaJae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISITH 1 MIATPUMYBATH O€C1M PO MOTOAY Ta MOTOHI SBUILA.
3MiCT OCHOBHOI YaCTHMHHU 3aHATTA:
Bukonatu Bop. 1 — 5 ctp. 46 (Coursebook).
AyniroBanus Brp. 3b ctp. 46.
IlinBeneHHs1 miACYyMKIiB 3aHSITTA: OTOJIONIEHHS OINHOK Ta JOMAIIIHBOTO 3aBJAaHHS Ha
HacTynHe 3aHATTA. [liAroToBKa 10 MOAYIBbHOI KOHTPOJIBHOI POOOTH.

IIpaxkTnuge 3agaTTsa Ne 29

Po3moBHa Tema “Sx nucatu popManbHU JTUCT .
I'pamaTuka: YMoBHI peuenns 1 tumy.
Merta: OBOJIOAITH JIEKCHYHUM MaTepiaioM MO TeMi 3aHsTTs, 3aCBOITH IpaMaTUYHUI Marepial,
BMITH BUKOPHCTOBYBATH CBO1 3HAHHS HA MPAKTHIIl: Y MOHOJIOTIYHOMY MOBJICHHI Ta Jiano3i,
YCHO Ta MUCHbMOBO; PO3BUBATH HABUUKH ay1FOBaHHS.
AKTyaJii3aiisi ONOpHUX 3HAHb: BOJIOJIHHS JEKCUYHUM MaTepiaioM 3 TEMU 3aHSTTS Halla€e
MOXJIMBICTH CTYJICHTY BIJIbHO PO3MOBIISITH 1 MIATPUMYBaTH Oecinu
3MiCT OCHOBHOI YACTHHHM 3aAHATTH:
O6rosoputu nutans Brp. 6 crtp. 47(Coursebook).
OnparroBatu TekcT Brip. 7 ctp. 47
VY3arajbHeHHS TAa CHCTEMATH3alli BMiHb i HABUYOK |
Bukonatu Brip. 8 — 9 ctp. 47 (Coursebook).
IlinBeneHHs1 MiACYMKIB 3aHAITTS: OTOJIONICHHS OI[IHOK Ta JOMAIIHHOTO 3aBIAHHS Ha HACTYITHE
3aHSTTS.

IIpaxkTnune 3agsaTrsa Ne 30

Po3moBHa Tema “bizHec-miaH.”.
I'pamaTuka: Munynuil TpuBaaui 4ac.
Merta: OBOJIOJITH JIGKCHYHMM MaTepiajoM MO TeMi 3aHSATTs, 3acCBOITHM I'paMaTHYHUI MaTepial,
BMITH BUKOPHUCTOBYBATH CBOi 3HAHHS Ha MPAKTHUI[I: Y MOHOJOTTYHOMY MOBJICHHI Ta Jiano3i,
YCHO Ta MMCbMOBO; PO3BUBATH HABUYKH Ay IIFOBAHHS.
AKTyani3aniss ONOPHUX 3HAHBb: BOJIOJIHHS JISKCHYHUM MaTepiajioM 3 TEMH 3aHATTS HaJae
MOJKJIMBICTh CTYJIEHTY BUIBHO PO3MOBIIATH 1 MIATPUMYBATH Oecinu



3MiCT OCHOBHOT YACTHHH 3aHATTS:
[lepeBipuTn HOMAIIHE 3aBAAHHS.

V3arajibHeHHsI Ta CHCTeMaTH3alist BMiHb | HABHYOK:
AyniroBanns Brp. 3 a, b ctp. 48-49 (Coursebook), Brip. 4 ctp. 49.

IMixBeneHHs1 MiACYMKIB 3aHATTSI: OrOJIOIICHHS OI[HOK Ta JOMAIIHbOTO 3aBJAHHS Ha
HAaCTYIIHC 3aHATTA.

IIpakTnune 3auaTTs Ne 31

Po3moBHa Tema “Po3B’s3anHs O6i3HeC-1iIeMM”.
I'pamaTuka: Munynuii TpuBanui Jac.
MeTta: OBOJIOJNITH JIEKCHYHUM MaTepiaioM 1O TeMi 3aHTTS, 3aCBOITH IpaMaTHYHUN MaTepia,
BMITH BUKOPHUCTOBYBATH CBOi 3HAHHS Ha MPAKTHUIlI: Y MOHOJIOTIYHOMY MOBJIEHHI Ta J1aJi031,

YCHO Ta MMCbMOBO; PO3BUBATH HABUYKHU Ay [IFOBAHHS.

AKTyaJii3anisi ONOPHUX 3HAHB: BOJIOJIHHS JEKCUYHUM MaTepiajioM 3 TEMHU 3aHSTTS Ha/lae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIIATH 1 MIATPUMYBATH Oeciau

3MicT OCHOBHOI YACTHUHM 3aHATTS:
crp. 136 (Coursebook).

VY3arajbHeHHsl Ta CMCTeMATH3allisi BMiHb | HABHYOK:
ABTOMaTH3aIlist rpaMaTHYHOTO MaTepiaay Brp. 5a,b,c, 6a ctp. 49 (Coursebook).

IlixBeneHHs1 MiACyMKIiB 3aHAATTS: OTOJIONICHHS OINIHOK Ta JOMAIIHBOTO 3aBJaHHS Ha
HACTYITHE 3aHATTS.
Jomarnine 3aBaanus Bop. 1-6 ctp. 34-35 (Workbook).

IIpaxkTnyne 3agaTTsa Ne 32

Po3moBHa Tema “Bigomi OizHecMeHn” .
I'pamaruka: Munynuii nepexTHuit yac.
MeTa: OBOJIOAITH JTEKCUYHUM MaTepiajioM TI0 TeMi 3aHATTS, 3aCBOITH I'paMaTUYHUI MaTepial,
BMITH BUKOPHUCTOBYBATH CBO1 3HAHHS HA MPAKTHII: Y MOHOJIOTTYHOMY MOBJICHHI Ta J1aJl031,
YCHO Ta MMCbMOBO; PO3BUBATH HABUYKHU Ay IIFOBAHHS.
AKTyaJii3aiisi ONOpHUX 3HAHb: BOJIOJIHHS JEKCUYHUM MaTepialioM 3 TEMU 3aHSATTS HAJla€
MOXJIMBICTB CTYJICHTY BUIbHO PO3MOBJISITH 1 MIATPUMYBATH Oecinu
3MiCT OCHOBHOI YACTHHHM 3aHATTH:
[lepeBipuTu AOMAIITHE 3aBAAHHSL.
OO6roBoputu tutanHs BIp. 1 crp. 50.
Po6oTa 3 Tekcrom crp. 50 (Coursebook).
Y3arajibHeHHs Ta CMCTeMAaTH3alis BMiHb | HABUYOK:
Bukonaru BripaBu 10 Tekcty (Brp. 2 a-d — 3 crp. 50, Coursebook , ctp. 51, Coursebook).
Bukonatu Brip. 4 a-b crp. 51.
IlinBeneHHs1 MiACYyMKIiB 3aHATTSA: OrOJIONICHHS OI[HOK Ta JOMAIIHBOTO 3aBAAaHHS Ha
HacTymHe 3aHaTTs. JlomarHe 3aaansst Brp. 1-6 crp. 36-37 (Workbook).

IIpaxkTuune 3agsaTTsa Ne 33

Po3moBHa Tema “YcmimHi 6i13HecMeHn YKpainu”

Merta: 0BOJIOZIITH JEKCUYHUM MaTEpiaJioM 10 TeMi 3aHATTS, 3aCBOITH ITpaMaTUYHUI
MmaTepiai, BMITH BUKOPUCTOBYBATH CBOi 3HAHHS HA MPAKTHIIl: Y MOHOJIOTIYHOMY MOBJIEHHI Ta
1iajno3i, yCHO Ta MUCbMOBO; PO3BUBATH HABUYKH Ay 1IFOBAaHHS.

AKTyanizaliss ONOPHUX 3HAHb: BOJIOJIHHS JICKCHYHUM MaTepiajioM 3 TEMH 3aHATTs HaJae
MOJKJIMBICTh CTYJIEHTY BUIBHO PO3MOBIIATH 1 MIATPUMYBATH Oecinu

3MiCT OCHOBHOI YaCTHHHU 3aHATTH:

[lepeBipuTy AOMAIIIHE 3aBAAHHS.



Y3arajibHeHHsl Ta cUCTeMaTH3allist BMiHb i HABUYOK:
3axHCT NPOEKTIB CTYICHTAMHU.

IlinBeneHHs micyMKiB 3aHATTA: OTOJIOUICHHS OLIHOK Ta JOMAIIHBOTO 3aBJaHHS Ha
HACTYITHE 3aHATTSL.

IIpakTuune 3auarra Ne 34

Po3smoBHa Tema “Sk BecTu neperoBopu’’.
I'pamaruka: Munynuii nepekTHuii Jac.
MeTa: OBOJIOITH JICKCHUHUM MaTEPIaioM 0 TeMi 3aHATTSI, 3aCBOITH TpaMaTHYHUHN MaTepial,
BMITH BUKOPHCTOBYBATH CBO1 3HAHHS Ha MMPAKTHIIi: Y MOHOJIOTTYHOMY MOBJICHHI Ta Jiao3i,

YCHO Ta MICbMOBO; PO3BHBATH HABHUYKH ay/1IOBaHHSI.

AKTyaJii3anisi ONOPHUX 3HAHB: BOJIOJIHHS JEKCUYHUM MaTepiajioM 3 TEMHU 3aHSTTS Ha/lae
MO>KJIUBICTh CTYACHTY BUIBHO PO3MOBIISATH 1 MIATPUMYBATH O€CLIH.

3MiCT OCHOBHOI YaCTHHHU 3aHATTA:
[lepeBipuTy HOMAIIHE 3aBIaHHS.
Beenennst rpamaruunoi temu ctp. 136 (Coursebook).

¥Y3arajbHeHHs Ta cHCTeMaTU3allis BMiHb | HABUYOK:
ABTOMaTH3aIlis rpaMaTHYHOTO Matepiainy. Bukonaru Bop. 53,b - 6a,b ctp. 51, a Takox Brp. 3-4
crp. 137 (Coursebook).

IlixBeneHHs MiACYMKIB 3aHATTSI: OTOJIOIIEHHS OI[IHOK Ta JOMAITHBOTO 3aBJaHHS Ha
HacTymHe 3aHaTTs. JJomarnHe 3aBaanus Brp. 7-9 crp. 37 (Workbook).

IIpakTuude 3auarTa Ne 35

Po3moBHa Tema “Yroga™.

I'pamaruka: MuHynmmii TpUBaJIMid Ta MUHYJIWN TTep(EKTHUH Jac.

MeTa: OBOJIOAITH JIEKCHYHUM MaTepiajioM 10 TeMi 3aHSTTS, 3aCBOITH I'paMaTHYHUMA MaTepia,
BMITH BUKOPHUCTOBYBATH CBO1 3HAHHS HA MPAKTHII: Y MOHOJIOTTYHOMY MOBJICHHI Ta J1aJl031,

YCHO Ta MMCbMOBO; PO3BUBATH HAaBUUKHU Ay IIFOBAHHS.

AKTYyaJji3aiisi onopHUX 3HaHb: BOJIOJIHHS JICKCHYHUM MaTepiajioM 3 TEMH 3aHSTTS HaJa€
MOXJIMBICTh CTYJEHTY BUIBHO PO3MOBIIATH 1 MIATpUMYBAaTH Oecimy. 3MicT OCHOBHOI YaCTHHH
3aHATTH:

[lepeBipuTu AOMAIITHE 3aBAAHHSL.
AyniroBanns Brp. 7 a ctp. 51 (Coursebook). Posirparu mpociyxaHi curyarii.

Y3arajibHeHHs Ta CHCTeMAaTH3alis BMiHb | HABUYOK:

Bignosictu Ha 3anmuTanns (Bmp. 7 a,b crp. 51).
Bukonatu Brip. 6a,b - 7a,b crp. 53 (Coursebook).

IlinBexeHHs MiICYMKIB 3aHAITTSI: OTOJIONIEHHS OIIIHOK Ta JOMAIIIHBOTO 3aBJIaHHS Ha

HACTYITHE 3aHATTS.

IIpaxTnune 3agaTTa Ne 36

Po3moBHa Tema “MeHemkepu: BUopa i CbOroiHi”.
I'pamaTtuka: Munynuii TpuBaiuii Ta MUHYIHM nepheKTHUH Jac.
Merta: 0BOJIOJIITH JEKCUYHUM MaTepiajloM IO TeMi 3aHSTTs, 3aCBOITH IpaMaTHYHUI MaTepial,
BMITH BUKOPHCTOBYBATH CBO1 3HAHHSI HA MPAKTHII: Y MOHOJIOTTYHOMY MOBJIEHHI Ta J1iaosi,
YCHO Ta NMCbMOBO; PO3BUBATH HABUYKH Ay lIFOBAHHS.
AKTyani3aniss ONOPHUX 3HAHb: BOJIOJIHHS JIEKCHYHUM MaTepiajioM 3 TeMH 3aHSTTS HaJae
MOJKJIMBICTh CTYJIEHTY BUIBHO PO3MOBJISTH 1 MIATPUMYBATH Oecinu
3MIiCT OCHOBHOI YaCTHHH 3aHATTH:
[lepeBipuTy AOMAIIIHE 3aBAAHHS.
Oo6rosoputu nutanus (Bop. 1 cTp. 52).
Y3arajJbHeHHS Ta CHCTeMaTH3alisl BMiHb i HABHYOK:



AypniroBanHs Brp. 2 a-C ctp. 52 (Coursebook ctp. 136). OmnpairoBanHts (ppa3 B KOHTEKCTi: BUKOHATH
BIp. 3 a-b, 5 crp. 52-53, Bop. 5 crp. 137 (Coursebook); Bmp. 3 crp. 38 (Workbook).

IMixBeeHHS MiICYMKIB 3aHATTS: OTrOJIOIICHHS OIIHOK Ta JOMAIIHBOTO 3aBJIaHHS HA
HactymHe 3aHATTs. [lomarnne 3apnanss Brp. 1, 2, 4 ctp. 38 (Workbook).

IIpakTuune 3auarrsa Ne 37

Po3moBna Tema “SIk nmucatu Email”.
I'pamaruka: MuHynuil TpuBanii Ta MUHYIUH epQEeKTHUN Jac.
MeTa: OBOJIOITH JICKCHYHUM MaTepiaJioM IO T€Mi 3aHATTS, 3aCBOITH I'PaMaTUIHHUIA MaTepial,
BMITH BUKOPHCTOBYBATH CBO1 3HAHHS Ha MMPAKTHIIi: Y MOHOJIOTTYHOMY MOBJICHHI Ta Jiao3i,
YCHO Ta MICbMOBO; PO3BUBATH HABUYKH ayIIFOBaHHS.
AKTyaJii3anisi ONOPHUX 3HAHB: BOJIOJIHHS JEKCUYHUM MaTepiajioM 3 TEMHU 3aHSTTS Ha/lae
MOJXKJIUBICTh CTYACHTY BUIBHO PO3MOBIISATH 1 MIATPUMYBATH Oeciau
3MiCT OCHOBHOI YaCTHHHU 3aHATTA:
O6roeoputu nutanHs Brp. 5a ctp. 55 (Coursebook).
Brp. 5b ctp. 55 (Coursebook)
¥Y3arajbHeHHs Ta cHCTeMaTU3allisi BMiHb | HABUYOK:
[Tpounrtaru Tekct Brp. 6 cTp. 55.
Bukonatu Brip. 7 — 10 ctp. 55 (Coursebook).
IlixBeneHHs MiACYMKIB 3aHATTSI: OTOJIOIIEHHS OI[IHOK Ta JOMAITHBOTO 3aBJaHHS Ha
HACTYITHE 3aHATTS.

/. KOHTpOJILHI 3aBJaHHS 10 NPAKTUYHUX 3aHATH, 3aBJAaHHSA IS

3aJIIKIB.
MKP Ne 1

BapianT 1
1 Use the sentences below to write adjectives that describe Naomi and Sylvina. The first two
letters of each personality adjective is given for you.

NAOMI SYLVINA
1) She loves to try new things. 1) She wants to be the manager of the
2) She rarely gets angry. company.

4) She loves giving presents.

6) She’s very relaxed about things.

8) She’s always ready to accept new ideas.

10) You can trust that she will get things done.

3) She is always pushing her ideas.

5) She always tells people what to do.
7) Some days she’s happy, others angry.
9) She always has lots of new ideas.

1 ad 1 am

2 ev 3 as

4 ge 5 bo

6 ea 7 mo

8 op 9 cr

10 re

2 Correct the questions. Use the answers to help you.

Are you like Italian food? A: Yes | do.
Do you have finished the exams? A: Yes, | have.

Why is the best company to work for?
Do they discuss the issue at the moment?
Who did see the accident?

How often are they being in the office?
Were you go to the exhibition?

~No ok~ wdNE

A: The Purple Group.
A: Yes. They are.

A: That man did.

A: Every Monday.
A: No, not yet.



8 Which car do you choose? A: | chose the black one.
9 Have you seen David on the TV last week? A: Yes, | did.
3 Make sentences or questions from the prompts using present simple or present continuous.
This summer / people / buy / lots of sun cream.
He / look / like / a very thoughtful person.
Our sales people / usually / not come / to the office.
More and more people / believe / in personality tests?
In the background / two women / dance.
I / not see / the connection.
They / go / to Canberra twice a month? Yes, they do. Every month.
The publication of new books / decline / every year.
4 Find the odd one out. Then write the prefix that two words share.

coONOOUT A WN -

1 lingual cycle define
2 comfort rail like
3 boss rated use
4 define do social
5 behave player understand
6 circle perform run
7 confident shadowed  behave

5 Translate into English.
1. ExcrpaBepT HaCONOMKYIOTECS OITH B IIEHTPI yBaru, BOHM CAMOBIICBHEHI, KOMIIAHIACHKI Ta JiJepH.
2. [aTpoBepTH MOYyBarOTh cede 3pyYHO Ha CaMOTi, BOHH YHUKAIOTh BEIMKUX CKYITYEHb JIFOJICH, OUIBIIICTh
Yacy 3aJ{lyMJIMBi Ta THXi. 3. BiH cTBOproe atMocdepy Hanpyru i nepequyrts. 4. OiutbMu MOBUHHI OyTH TIPO
BaKJIMBI JIFOJICHKI €MOIIii TaKi, sSIK CJIbO3H, CMIX Ta cTpax. 5. bt KiliHTOH BioMuil TpOMOBEILlb, SIKUI J1a€
MIPOMOBH 10 BCHOMY CBITOBI Iepe]] Pi3HUMHU ayAuTOpisiMH. 6. Xapu3MaTHUHI JIIOJJ MOXYTh MPUTATYBATH
o0 cebe IHMMX 1 BOHUM IOYYBATUMYTHCS IMAcIMBUMU. 7. ['apHa Ta TajaHOBHTA XIHKA, SKa MOIJIa
3aTbMapuTH KOKHOTO. 8. 11[006 yHHKATH MOMUIIOK, MU TTIOBHHHI OyTH PO3BKIIMBHMH y TaKiil CHTYyaIlil 1 He
MpuUitMaTH MBUIKKAX pimeHb. 9. Llsg pobora crpaBmi HyaHA, TOMY HaM HEOOXITHO HAHATH aMOIIiO3HY
monuny. 10. 4 1 He odiKyBasa, O BiH MPHine BYACHO, BiH TaKWH HEHATIMHIA.

Bapianr 2
1  Use the sentences below to write adjectives that describe Naomi and Sylvina. The first two
letters of each personality adjective is given for you.

NAOMI SYLVINA
1) She loves to try new things. 1) She wants to be the manager of the
2) She rarely gets angry. company.
4) She loves giving presents. 3) She is always pushing her ideas.
6) She’s very relaxed about things. 5) She always tells people what to do.

8) She’s always ready to accept new ideas. | 7) Some days she’s happy, others angry.
10) You can trust that she will get things 9) She always has lots of new ideas.
done.

1 ad 1 am
2 ev 3 as
4 ge 5 bo
6 ea 7 mo
8 op 9 cr
10 re

2 Correct the questions. Use the answers to help you.

1 Areyou like Italian food? A: Yes | do.

2 Do you have finished the exams? A: Yes, | have.

3 Why is the best company to work for? A: The Purple Group.
4 Do they discuss the issue at the moment? A: Yes. They are.

5 Who did see the accident? A: That man did.



6 How often are they being in the office? A: Every Monday.

7 Were you go to the exhibition? A: No, not yet.
8 Which car do you choose? A: | chose the black one.
9 Have you seen David on the TV last week? A: Yes, | did.

3 Make sentences or questions from the prompts using present simple or present continuous.
They / go / to Canberra twice a month? Yes, they do. Every month.

The publication of new books / decline / every year.

Our sales people / usually / not come / to the office.

More and more people / believe / in personality tests?

This summer / people / buy / lots of sun cream.

He / look / like / a very thoughtful person.

In the background / two women / dance.

I / not see / the connection.

4 Find the odd one out. Then write the prefix that two words share.

coO~NOOIT A~ WN PR

lingual cycle define
define do social
behave player understand
circle perform run
confident shadowed behave
comfort rail like

boss rated use

5 Translate into English.

~NOoO Ok~ W -

1. XapusmatuuHi JI0OAM MOXYTh NMPUTATYBATU 10 ceOe IHIIUX 1 BOHHM MOYYBaTHM YThCS
macnuBUMU. 2. ['apHa Ta TajlaHOBHTA KIHKA, SIKa MOIJIAa 3aTbMapUTH KoxkHoro. 3. I1lo6 yHukatu
MMOMIJIOK, MU TIOBHHHI OyTH PO3BaXXJIMBUMH y TakKiil cuTyailii 1 He MpuiiMaTH MBUJKUX pilIeHb. 4.
s pobGora cmpaBai HyAHa, TOMYy HaM HEOOXITHO HAHATH aMmOilio3HYy JroauHy. 5. S 1 He
OYiKyBaJIa, [0 BIH MPUiNe BYACHO, BIH TaKWi HeHaIIHHUNA. 6. ExcTpaBepTH HACOJIOKYIOThCS O1TH
B IIEHTPl yBaru, BOHM CaMOBIIEBHEHI, KOMMAaHIMChKI Ta Jigepu. /. [HTpoBepTH modyBaroTh cede
3pYYHO Ha CaMOTi, BOHW YHUKAIOTh BEJIMKUX CKYITUEHb JIFOJCH, OUIBIIICTh Yacy 3aJyMIIMBI Ta
Ttuxi. 8. Bin cTBOproe armocdepy Hanpyru i nepeauyrrs. 9. @uibMu MOBUHHI OyTH TIPO BaXKJIUBI
JIFOJICBK1 €MOIIii TaKl, SIK cIb031, cMix Ta ctpax. 10. bumn KiiaToH BizoMwuii mpoMoBelb, SIKHi Aa€

MIPOMOBH TI0 BChOMY CBITOBI IIepe/l PI3HUMHU ayIUTOPISIMHU.

9.IInTaHHA 10 eK3aMeHalliliHuX Ol1eTiB, eK3aMeHalliliHi 0ijieTH.

TecTn 10 icnuty
1. It...alotin Britain.
a) rain b) rains c) is rain d) rainy e) are rain
2.1... pizza very much.
a) likes b) is like c) am like d) like e) alike
3.1... English very well.
a) not speak b) no speak c) speak not d) don’t speak
e) doesn’t speak
4.1 ... married.
a) am not b) is not c) don’t d) doesn’t e) aren’t

5. Your brother ... tennis very well.

a) play b) plays c) is play d) are play e) playing



6. Mozart ... more than 600 pieces of music.

a) writes b) writed C) wrote d) was write e) was wrote
7. We ... David in town a few days ago.

a) did see b) was saw  c¢) did see d) was see e) saw

8.1 ... to the cinema three times last week.

a) went b) going c) did go d) goed e)was go
9. The film wasn't very good. I ... it very much.

a) enjoyed b) wasn’t enjoy c) didn’t enjoyed d) didn’t enjoy
e) enjoying

10. The window was open and a bird ... into the room.

a) fly b) flew c) was flew d) did fly

e) flying

11. He ... five letters.

a) write b) was write c) has written d) is write

e) writing

12. We ... a severe storm in this area recently.

a) has b) was have c) did have d) has had e) have had
13. They ... an electric car.

a) never drive b) never have drive  c) have never driven d) drives never

e) never drived

14. She ... a new dress.

a) just buy  b) has just bought  c) has just buyd) just is buy e) is just buy.
15.1...to Italy yet.

a) have not been b) not be ) not am d) is not e) have not
16. He ... when the phone rang.

a) was sleeping b) were sleeping c¢) sleeped d) slept e) sleeps

17. All the rivers and lakes ... yesterday.

a) freeze b) froze c) freezes d) were freezing e) frozed

18. Atsix o’clock I ... for Jennie at the station.

a) waited b) wait c¢) waites d) was waiting e) had waited

19. Toby ... up very late yesterday. (wakes, woke, wake)

a) wake b) wakes c) will wake d)waken e)woke

20. Nora ... her friends in the park last week.

a) meets b)met c¢) hasmet d)meet e)wasmeeting

21. While my son .... for my call, somebody knocked at the door.

a) waits b) was waiting c) waited d) has waited e) wait



22.1... by the window when I heard the noise.
a) sat Db)sits c) have sat d) sit e) was sitting
23. Anna ... her cousin at the party a fortnight ago.
a)saw b)see c)sees d)haveseen e) had seen
24. When we came in, the children .... their desks.
a) clean b) cleaned c¢) had cleaned d) were cleaning e) clean
25. He ... to join them because of a very bad weather.
a) refuses  b) will refuse c) had refused d) refused e) refuse
26. She ... to play the piano in her childhood.
a) hasn't like b) doesn't like c) likes d) don't like e) didn't like
27. When I arrived, they ... tennis.
a) were playing b) play c) played d) plays e) would play
28. Their brother ... a lot last year.
a) had travelled b) travelled c) have travelled d) travel e) travels
29. Yesterday at six I ... dinner.
a) prepare b) was preparing c) have prepared d) prepared e) prepares
30. He ... a poem at the party yesterday.
a) recite b) recites c) have recited d) was reciting ) recited
31. I have bought a computer, ... is more expensive than this one.
a)who  b) which ) what d) where e)whose
32. This is a school ... I used to study
a) whose b) which c)where d) that e) who
33. This is the girl ... comes from Spain
a) that b) whose ¢) who d) what e) which
34.1 talked to the girl ... car had broken down in front of the shop
a)who  b) which c) what d) where e)whose
35.Thank you very much for your e-mail ... was very interesting
a) what  b) whose ¢) who d) what e) which
36.What did you do with the money ... your mother lent you?
a) whose b) what c)where d) that e) who
37.That's Peter, the boy ... has just arrived at the airport
a)who  b) which c) what d) where e)whose
38.I’m ... actor.
a)a b)an c¢)the d)- e)that
39. People drive ... cars too fast
a) this b)an c¢)- d)the e)a



40. He works as ... painter

a) an b)- c) thisd) the e) a
41. Petra started at a factory last week. ... factory is very new

a)a b)an c¢)the d)- e)that
42. | don’t really enjoy watching ... documentaries

a) that b)an c¢)- d)the e)a
43.Look at this picture. Do you like ... dress she is wearing?

a) an b)- c) thatd) the e)a

44.Do you like ... computer games?

a) -b)an c)thisd)the e)a
45. 1 really like ... photos in this magazine

a) an b)- c) thatd) the e)a
46. I enjoy all ...documentaries I watched last night.
a) an b)a c¢)thisd)the e)-
47. ... soap operas are boring
a) that byan c¢)- d)the e)a
48. This is ... presenter who interviewed Bill Gates on TV
a) an b)- c) this d) the e) a
49. The shop sells ...DVDs
a) that byan c¢)- d)the e)a
50. Do you know __ good Italian search engine?
a) an b)- c) this d) the e) a
51. There isn’t ... coffee in the cup.
a) any b) some c)a
52. This armchair is ...than that armchair.
a) comfortabler b) most comfortable c¢) more comfortable
d) the most comfortable  e) comfortable
53. I think that picture is....
a) worse b) the worst c) worst  d) badder e) baddest
54. How ...money did you spend?
a) much b) few c) many d)amuch e)afew
55. We have ... eggs in the fridge.
a) any b) little c)afew d) much e) a little
56. Sleeping pills are as ... as warm milk and honey if you can’t fall asleep at night.
a) better b) good c) best d) gooder e) goodest

57. You see, this car is ... than that one.



a) less more expensive b) much more expensive  ¢) much expensive
d) expensive €) more expensiver

58. ... you try, ... you learn.

a) the hardest, the fastest b) the harder, the faster c) the hard, the fast
d) the most harder, the most faster e) the more harder, the more faster

59. Have you got ... ink in your pen?

a) many b) few c) a few d) much e) an

60. At the conference we met ... people whom we knew well.

a) much b) a few c) little d) a little e)a

61. If you have ... spare time, look through this book.

a) many b) a few c) a little d) few e) fewer

62. She gave him ... water to wash his hands and face.

a) many b) few c) a few d) a little d)a

63. The rivers in America are much ... than those in England.

a) bigger b) the biggest C) big d) more big e) the most big
64. What is the name of the ... mountain in Asia?

a) high b) higher c) the highest d) more high e) the most high
65. The London underground is ... in the world.

a) old b) older c) elder d) the oldest e) the eldest
66. Unless it ... considerably altered, the offer will not be accepted.

a)is b) will be c¢) won’t be d) are e) am

67. He ... this translation for an hour already but he has not finished it yet.

a) has been doing b) has done c) had done d) have done €) have been doing
68) I ... the washing up when the phone rang.

a) am doing b) had been doing c) was doing d) were doing e) is doing

69) If we ... him he will take us there.

a) asked b) will ask c) ask d) asks e) has asked

70) He will see you as soon as Mr. Brown ... .

a) leaves b) will leave c) is leaving d) are leaving d) left

71) He could ... ill, if he hadn’t taken the medicine.

a) have fallen b) fall c) fell d) falls ¢) is falling

72) This time next week I’ll probably ... on a beautiful beach.

a) lie b) lye c) be lying d) are lying e) lies

73) We’re late. I think the film will already ... by the time we get to the cinema.
a) start b) be starting c) have started d) has started e) starts

74) The room ... cleaned when I arrived.



a) was being b) was c) has been d) were e€) have been

75) When we got back from the holiday we found out that our house ... .
a) was broken into b) had been broken into c) was being broken into

d) were being broken into €) has been broken into



